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Abstract. In this paper we study convexity properties for quasilinear Lane-Emden-Fowler equations of the type

$$
\begin{cases}-\Delta_{p} u=a(x) u^{q} & \text { in } \Omega \\ u>0 & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

when $\Omega \subset \mathbb{R}^{N}$ is a convex domain. In particular, in the subhomogeneous case $q \in[0, p-1]$, the solution $u$ inherits concavity properties from $a$ whenever assumed, while it is proved to be concave up to an error if $a$ is near to a constant. More general cases are also taken into account, including a wider class of nonlinearities. These results generalize some contained in [88] and [116].

Additionally, some results for the singular case $q \in[-1,0)$ and the superhomogeneous case $q>p-1$, $q \approx p-1$ are obtained. Some properties for the $p$-fractional Laplacian $(-\Delta)_{p}^{s}, s \in(0,1), s \approx 1$, are shown as well.

We highlight that some results are new even in the semilinear case $p=2$; in some of these cases, we deduce also uniqueness (and nondegeneracy) of the critical point of $u$.
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## 1. Introduction

### 1.1. Some background

Qualitative properties of solutions of PDEs are a classical topic, and often the features of the domain and of the nonlinearity are inherited by the solutions. Consider the equation

$$
\begin{cases}-\Delta u=a(x) g(u) & \text { in } \Omega  \tag{1.1}\\ u>0 & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where $\Omega \subset \mathbb{R}^{N}$ : when for example $\Omega$ is the ball and $a(x)$ is radially symmetric and decreasing, a seminal result by $\left[55\right.$, Theorem $\left.1^{\prime}\right]$ (see also [42, 110] for the $p$-Laplacian) states that the solution $u$ itself is radially symmetric. Several generalizations of [55] have been taken into account considering, for example, sets which are symmetric only in one direction. In this paper, we are interested in the case of convex domains $\Omega$, with no a priori assumption of symmetry. We will mainly focus on the power case $g(u)=u^{q}$ (namely, Lane-Emden-Fowler equations), but more general cases will be taken into account.

Generally, for a Dirichlet problem one may expect that the solutions of (1.1) are concave: when $a(x)$ is constant and $\Omega$ is the ball, this is the case for the torsion problem $-\Delta u=1$ (i.e. $q=0$ ) where the solution is explicit; the result anyway holds also in more general domains, like deformations of ellipses [69, 119] (see also [39] for other nontrivial examples) ${ }^{1}$. Actually, the result keeps holding also for singular equations $q \leq-1$ (in arbitrary domains, see Theorem 1.1 below). On the other hand, when $q>0$, the solution are seen to be never concave, no matter what the domain is [3, Remark 4.1]; this is essentially due to the fact that $g(0)=0$.

For general convex sets the situation is worse even for $q=0$ : if $\Omega$ has some flat part (in particular, in triangles), $u$ is never concave [87, Theorem 18 in Section 7] (see also [86, Section 11], [119]). What one can obtain is that some transformation of $u$ is concave: in the case of the Laplacian, $\Omega$ a general convex domain and $a(x)$ constant, the story so far can be summarized in Theorem 1.1 below. To state it, we recall that, for a function $u>0, u$ is $\alpha$-concave, $\alpha \in \mathbb{R} \cup\{ \pm \infty\}$, if:

- $u$ is constant, if $\alpha=+\infty$;
- $\frac{1}{\alpha} u^{\alpha}$ is concave, if $\alpha \in(-\infty, 0) \cup(0,+\infty)$;
- $\log (u)$ is concave, if $\alpha=0$;
- $u$ is quasiconcave (i.e. $u^{-1}([k,+\infty)$ ) are convex for any $k \in \mathbb{R}$, see also (2.1)), if $\alpha=-\infty$.

In particular, if $\alpha=-1, u$ is said harmonic concave. When $\alpha \in \mathbb{R}$ we define similarly strict and strong $\alpha$-concavity (see Definition 2.4 for strong concavity). Moreover, we recall that $u \alpha$-concave implies $u$ $\beta$-concave for every $\beta \leq \alpha$. Notice that the definition for $\alpha=0$ is coherent with $\frac{1}{\alpha}\left(u^{\alpha}-1\right) \rightarrow \log (u)$ as $\alpha \rightarrow 0$.

Here and after, by writing $\partial \Omega \in C^{k, \alpha}$ for some $k \in \mathbb{N}$, we will implicitly assume $\alpha \in(0,1]$; moreover, $2^{*}:=\frac{2 N}{N-2}$ for $N \geq 3$ and $2^{*}:=+\infty$ for $N=2$, stands for the Sobolev critical exponent. See Remark 7.3 for the definition of ground state.

Theorem 1.1. Let $\Omega \subset \mathbb{R}^{N}$, $N \geq 2$, be open, bounded and convex. Let $u$ be a positive solution of

$$
\begin{cases}-\Delta u=\lambda u^{q} & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

for some $q \in \mathbb{R}$ and $\lambda>0$. We have the following assertions.

- If $q \in(-\infty, 0)$ and $\partial \Omega \in C^{2, \alpha}$, then $u$ (unique) is strictly $\frac{1-q}{2}$-concave, and strongly $\frac{1-q}{2}$ concave in every $\Omega^{\prime} \Subset \Omega$.

[^1]- If $q \in[0,1]$, then $u$ (unique) is strictly $\frac{1-q}{2}$-concave, and strongly $\frac{1-q}{2}$-concave in every $\Omega^{\prime} \Subset \Omega$. If in addition $\Omega$ is strongly convex with $\partial \Omega \in C^{2, \alpha}$, then $u$ is strongly $\frac{1-q}{2}$-concave.
- If $q \in\left(1,2^{*}-1\right)$, then
- if $N=2$, then the (unique) ground state solution is strictly $\frac{1-q}{2}$-concave, and strongly $\frac{1-q}{2}$-concave in every $\Omega^{\prime} \Subset \Omega$;
- if $\Omega$ is strongly convex with $\partial \Omega \in C^{2, \alpha}$, then there exists a solution which is strongly $\frac{1-q}{2}$-concave.

The nonstrict concavity part of Theorem 1.1 is a summary of several results: $q=0$ [108], $q=1$ [24], $q \in(0,1)[88], q>1$ [104], and $q<0$ [15]. The results is optimal in the following sense: for $q \in[-1,0)$ [15, pages 329-330] (see also Remark 1.2 below), if $\Omega$ is the ball, then $u$ is not $\alpha$ concave for any $\alpha>\frac{1-q}{2}$. For $q=0$ [88, Remark 4.2.3 and Theorem 6.2], [15, page 328] there exists $\Omega$ (subset of a cone) such that $u$ is not $\alpha$-concave for any $\alpha>\frac{1}{2}$. For $q=1$ [87, Theorem 15 in Section 7], [15, pages 328-329], for each $\alpha>0$ there exists a suitably narrow $\Omega_{\alpha}$ such that $u$ is not $\alpha$-concave: in particular it suggests that, for every $\Omega$ sufficiently good (e.g. with a finite number of edges) $u$ could be $\alpha$-concave for some $\alpha=\alpha(\Omega)>0$ sufficiently small; this seems an open question. Let us moreover recall that, even if $g \geq 1$ and it is smooth (namely, a local perturbation of the torsion problem $g=1$ ) and $\Omega$ is smooth and symmetric, the solutions might not even be quasiconcave [3, 68]; additionally, even if $\Omega$ is starshaped and close to a convex set, then the level sets of the solution of the torsion problem need not to be even connected [59]. Finally, we also mention that assuming $\Omega$ convex in a single direction is not sufficient to get (quasi)concavity in that direction [124].

Anyway, if $\Omega$ is chosen good enough, one can recover better concavity properties: when $\Omega$ is a ball and $q=0$, the torsional function $u$ is such that $\sqrt{\|u\|_{\infty}-u}$ is concave (actually, this property stronger than concavity - characterizes ellipsoids [69]), while if $q=1$ the eigenfunction is $\alpha$-concave for some $\alpha \in\left(\frac{1}{N}, 1\right)$ (for instance, $\alpha>\frac{\sqrt{3}+2}{4} \approx 0.93$ when $N=2$, see [104] for some explicit estimate of $\alpha$ ).

Remark 1.2. It is easy to see that, whenever $a \equiv 1, g$ is not too singular and a Hopf boundary lemma holds, solutions $u \in C^{1}(\bar{\Omega}) \cap C^{2}(\Omega)$ of (1.1) are never $\alpha$-concave with $\alpha>1$ : indeed, a straightforward computation shows that

$$
-\Delta u^{\alpha}=-\alpha(\alpha-1) u^{\alpha-2}|\nabla u|^{2}+\alpha u^{\alpha-1} g(u)
$$

by staying close to $\partial \Omega$ we have $|\nabla u| \geq C>0$ while we may assume $u(x)=\varepsilon$ with $\varepsilon$ small. Thus

$$
-\Delta u^{\alpha} \leq-\alpha(\alpha-1) \varepsilon^{\alpha-2} C^{2}+\alpha \varepsilon^{\alpha-1} g(\varepsilon)
$$

If $\varepsilon g(\varepsilon)=o(1)$ as $\varepsilon \rightarrow 0$, we have thus $-\Delta u^{\alpha}<0$ near the boundary (that is, $u^{\alpha}$ is not concave). This remark in particular applies to $g(t)=t^{q}$ with $q \geq-1$, coherent with the above statements (see also Propositions 6.12 and 6.13).

Strict concavity of Theorem 1.1 has been investigated by several authors [1, 118], [34, Theorem 4.4 and Corollary 4.6], [15, Corollary 3.6]: the proofs are mainly based on continuation arguments and the famous constant rank theorem [34, Theorem 1.1], which has been subsequently generalized by [91] (see also [16]). The argument runs as follow: considered for any $q \neq 1($ resp. $q=1) w:=-\operatorname{sign}(1-q) u^{\frac{1-q}{2}}$ (resp. $w:=-\log (u)$ ), we have that $w$ solves

$$
\begin{equation*}
\Delta w=-\frac{1-q}{w}\left(\frac{1+q}{(1-q)^{2}}|\nabla w|^{2}+\frac{1}{2}\right) \quad\left(\text { resp. } \Delta w=|\nabla w|^{2}+\lambda\right) \tag{1.2}
\end{equation*}
$$

In each case we have that the right hand side is positive (on the image of $w$, see [15, Lemma 3.1] for $q<-1$ ) with convex inverse in $w$, thus by [91] the Hessian of $w$ has constant rank: since there exist points with full rank - near the extremal point [12, Lemma at page 207], or near the boundary (see Proposition 4.6) whenever this is strongly convex - we obtain the global strict concavity (actually, the Hessian matrix has full rank everywhere in $\Omega$ ); see also [23, page 80] for an alternative argument
based on developable graphs. In [98, Lemmas 2.5, 3.6 and 4.8] evolutive arguments are employed in presence of smooth strictly convex domains, and a strong concavity is obtained for $q \geq 0$; we mention also $[1,107]$ where estimates on the curvature of the level sets are given. We highlight that a remarkable consequence of the strict convexity is the uniqueness and nondegeneracy of the critical point (namely, a maximum) of the solution.

In the nonautonomous case, [88, Theorem 4.1] provided the following result: if $u$ is a positive solution of the Dirichlet problem

$$
\begin{cases}-\Delta u=a(x) & \text { in } \Omega, \\ u=0 & \text { on } \partial \Omega,\end{cases}
$$

and $a(x)$ is $\theta \geq 1$ concave, then $u$ is $\frac{\theta}{1+2 \theta}$-concave; we see that for $\theta \rightarrow+\infty$ we recover the torsion problem. We recall also the results by [24, Theorem 6.1] and [118, Appendix], where eigenfunctions of $-\Delta u=(\lambda-V(x)) u$ are shown to be log-concave if the potential $V$ is convex and nonnegative (actually the concavity is strong if $D^{2} V>0$ ); see also [60] for some discussions in the superlinear case.

The theorem in [88] is sharp in the following sense [88, Theorem 6.2]: there exists $\Omega$ (subset of an open cone) such that, for any $\theta \in[1,+\infty]$, there exists $a \theta$-concave function $a_{\theta}$ such that the solution $u$ is not $\alpha$-concave for any $\alpha>\frac{\theta}{1+2 \theta}$. Moreover, in [87, Theorem 16 in Section 7], it is shown that the condition $\theta \geq 1$ cannot be relaxed to $\theta>0$; it remains open anyway to show if the threshold $\theta=1$ is sharp.

When $a(x)$ has no convexity property, we cannot expect concavity for $u$. A quantitative version of the convexity principle has been developed in [29] (see also [4, Proposition 3.2]): in a particular case it states that, if $u$ is a positive solution of

$$
\begin{cases}-\Delta u=a(x) u^{q} & \text { in } \Omega, \\ u=0 & \text { on } \partial \Omega,\end{cases}
$$

$q \in[0,1)$, then there exists a convex function $\bar{v}$ such that

$$
\left\|u^{\frac{1-q}{2}}-\bar{v}\right\|_{\infty} \leq C_{q}\|\nabla a\|_{\infty},
$$

thus $u^{\frac{1-q}{2}}$ is close to a convex function if $a$ is close to a constant. Here $C_{q} \rightarrow+\infty$ as $q \rightarrow 1$ : this is essentially related to the fact that the transformed equation of the eigenfunction problem (1.2) has a nonlinearity which is not strictly monotonic in $t$ (see Section 6.1 for more comments); in this paper we also propose a different, parabolic, approach to deal with the eigenfunction problem, see Section 7.4. The results in [4, 29] apply also to more general operators where classical regularity of solutions holds.

Let us mention that a similar result has been achieved in regards of radial symmetry: indeed in [40] the authors show (roughly speaking) that the solutions of (1.1) in a ball satisfy

$$
|u(x)-u(y)| \leq C \operatorname{def}(a)^{\alpha} \quad \text { for each } x, y \in B_{1},|x|=|y|
$$

where $\alpha \in(0,1]$ and $\operatorname{def}(a)$ is a quantity which measures how far $a$ is from being radially symmetric and decreasing.

The techniques on which the previous results are based mainly involve regularity of solutions and maximum principles on the concavity function related to a function $v: \Omega \rightarrow \mathbb{R}$ (namely, a transformation of the solution):

$$
\mathcal{C}_{v}(x, y, t):=t v(x)+(1-t) v(y)-v(t x+(1-t) y)
$$

for $x, y \in \Omega, t \in[0,1]$. It is clear that $v$ is concave if and only if $\mathcal{C}_{v} \leq 0$. When the solutions are sufficiently regular, the abovementioned results have been generalized also to fully nonlinear frameworks [17].

Anyway, due to the regularity restrictions, these techniques cannot be directly applied to $p$-Laplace equations: a classical idea, thus, is to regularize the operator, apply the result and pass to the limit. This procedure requires at least two delicate steps: the first is the uniqueness of the solution, which is needed to discuss concavity properties of a fixed solution. The second ingredient is the form of the regularization: as a matter of fact, we need a regularization process which preserves the concavity structure of the original equation. This is what has been done by [116] for $p \in(1,+\infty)$ and $q=0,1$, then generalized to $q \in[0,1]$ by [22] (and more general cases, see (1.3) below). Namely they obtain that solutions of $-\Delta_{p} u=u^{q}$ are $\frac{p-1-q}{p}$-concave; this power turns to be relevant also for regularity information in singular equations, see Theorem 6.8. See also [104, Section 3] and [81, Section 3] for explicit computations in the ball.

Regarding strict concavity, very few is known in the case of the $p$-Laplacian: indeed, it seems that a direct application of the constant rank theorem is not generally the case when $p \neq 2$; nevertheless, in [23] the authors show that the concavity of the solutions is strict when $\Omega \subset \mathbb{R}^{2}$ (actually strong far from the boundary and the critical point). The proof is delicate: to reach the goal, the authors show first that the solution has a single critical point, and exploit this information to apply a constant rank theorem out of the critical point. Summing up, what is known $[22,23,116]$ in the power case is the following result.

Theorem 1.3. Let $\Omega \subset \mathbb{R}^{N}$ be open, bounded and convex. Let $u$ be a weak positive solution of

$$
\begin{cases}-\Delta_{p} u=\lambda u^{q} & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

for some $q \in[0, p-1]$ and $\lambda>0$. Then $u$ is $\frac{p-1-q}{p}$-concave. If $N=2$ and $\partial \Omega \in C^{2}$, then $u$ is strictly $\frac{p-1-q}{p}$-concave, and strongly $\frac{p-1-q}{p}$-concave in any $\Omega^{\prime} \Subset \Omega \backslash\{\bar{x}\}$, where $\bar{x}$ is the unique critical point of the solution.

A different approach, based on concave envelopes of viscosity solutions, can be found in [41] in the case of the eigenfunction (see also [5]).

Before presenting our results, let us recall briefly what happens when $g(u)$ is assumed general in (1.1) ( $a(x)$ constant). A first result was given by [88, Theorem 3.3], who showed $\alpha$-concavity of solutions under some assumptions on $g(t)$ (see (6.2)). A more natural transformation has been studied by [22] (see also [34, 80, 89]): namely, under some suitable assumptions on $g$ (see Remark 5.1), the authors showed that, given a positive solution $u$ of

$$
\begin{cases}-\Delta_{p} u=g(u) & \text { in } \Omega  \tag{1.3}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

and set

$$
\varphi(t):=\int_{1}^{t}(G(\tau))^{-\frac{1}{p}} d \tau
$$

$G$ primitive of $g$, it results that $\varphi(u)$ is concave (actually strictly concave when $N=2$, [23]). This transformation seems to be relevant also in other frameworks, for instance the boundary behaviour of solutions of singular equations (see Proposition 6.13). Moreover, this approach is quite effective in the study of concavity of quasilinear equations of the type $-\operatorname{div}(\alpha(u) \nabla u)+\frac{\alpha(u)}{2}|\nabla u|^{2}=g(u)$ : indeed, when $\alpha \not \equiv$ const, here power concavity seems to be not the right choice (even if $g$ is a power), while a transformation of the type $\varphi(t):=\int_{1}^{t}\left(\frac{\alpha(\tau)}{G(\tau)}\right)^{1 / p} d \tau$, shaped on $\alpha$ (and $\left.g\right)$ turns to be successful. Finally, we highlight that we will use this abstract $\varphi$ to obtain a result on power transformations for the power singular equation (see Section 6.2).

We refer to [3] for more recent references on the topic of concavity.

### 1.2. Main results

Aim of the paper is to generalize some of the previous results to the case $p \in(1,+\infty), q \in[0, p-1]$ and $a$ (possibly) nonconstant, with or without concavity assumptions on it. We will further propose a general scheme which can be applied to more general nonlinearities $g(u)$ (and even $f(x, u)$ ), which extends also the semilinear setting proposed in [22]. Additional results will be considered as well (including the cases $q \in[-1,0)$ and $q>p-1$ near $p-1$, as well as fractional equations), briefly commented below but fully presented in Section 7. For the sake of clarity we focus in the introduction only to some of the results of the paper.

Consider the Lane-Emden-Fowler equation

$$
\begin{cases}-\Delta_{p} u=a(x) u^{q} & \text { in } \Omega  \tag{1.4}\\ u>0 & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

In all the paper by solution we will mean weak solution. We start by a result on the exact concavity of (a power of) $u$, when $a$ is assumed concave as well.

Theorem 1.4 (Exact concavity). Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be open, bounded and convex, with $\partial \Omega \in C^{1, \alpha}$, and let $p \in(1,+\infty)$. Let $q \in[0, p-1]$, and assume $a \in C_{l o c}^{1, \alpha}(\Omega), \alpha \in(0,1)$, and $a>0$ on $\Omega$, a $\theta$-concave with $\theta \geq 1$. Then the solutions of (1.4) are $\frac{\theta(p-1-q)}{1+\theta p}$-concave. If $a$ is constant (i.e. $\infty$-concave), then the solutions are $\frac{p-1-q}{p}$-concave.

Notice that, $\frac{\theta(p-1-q)}{1+\theta p} \rightarrow \frac{p-1-q}{p}$ as $\theta \rightarrow+\infty$; moreover for $p=2$ the result is coherent with [88, Theorem 4.1], while for $p \neq 2$ and $a \equiv$ const it is coherent with [22,116].
Remark 1.5. We highlight that the $C^{1, \alpha}$ regularity of the boundary is exploited in Theorem 1.4 (and its corollaries) only to gain the uniqueness of the solution. According to [13, 83], if one focuses only to ground state solutions, or if $q=p-1$, this assumption can be relaxed.

An application of the previous result is given by the (possibly nonradial) Hardy-Hénon type equations; see also [98, Remark 2.3] for further examples. Notice that the classical 2-norm $|x|$ is not even quasiconcave (in any subset of $\mathbb{R}^{N}$ ): see [6] for symmetry breaking results in the ball, while [10] for symmetry results for singular powers of Hardy-Leray type.

Example 1.6 (Hardy-Hénon type equation). Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be open, bounded and convex, with $\partial \Omega \in C^{1, \alpha}$, and let $p \in(1,+\infty)$ and $q \in[0, p-1]$. Assume that $u$ is a solution of one of the following problems, with the conditions

$$
u>0 \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega .
$$

- Assume $\Omega \subset B_{R}(0)$ for some $R>0$, and let $\sigma \geq 1, \omega \in[0,1]$. Consider $u$ solution of

$$
-\Delta_{p} u=\left(R^{\sigma}-|x|^{\sigma}\right)^{\omega} u^{q} \quad \text { in } \Omega
$$

- Assume $\Omega$ is a subset of the half-plane $\left\{x \in \mathbb{R}^{N} \mid \sum_{i=1}^{k} x_{i}>0\right\}, k \in\{1, \ldots, N\}$, and let $\omega \in[0,1]$. Consider $u$ solution of

$$
-\Delta_{p} u=\left(\sum_{i=1}^{k} x_{i}\right)^{\omega} u^{q} \quad \text { in } \Omega .
$$

In particular, if $\Omega \subset\left\{x \in \mathbb{R}^{N} \mid x_{i}>0\right.$ for each $\left.i\right\}$, and $u$ is a solution of

$$
-\Delta_{p} u=|x|_{1}^{\omega} u^{q} \quad \text { in } \Omega
$$

where $|x|_{1}$ is the 1 -norm in $\mathbb{R}^{N}$.

- Assume $\Omega \subset\left\{(x, y) \in \mathbb{R}^{2} \mid x, y>0\right\}$ and $\omega_{1}, \omega_{2} \geq 0$ with $\omega:=\omega_{1}+\omega_{2} \in[0,1]$. Consider $u$ solution of

$$
-\Delta_{p} u=x^{\omega_{1}} y^{\omega_{2}} u^{q} \quad \text { in } \Omega
$$

Then $u$ is $\frac{p-1-q}{\omega+p}$-concave.
We move now to perturbed concavity: by assuming $a$ near to a concave function (say, for simplicity, constant), then a power of $u$ is near to a concave function with a comparable error. We present two possible approaches and results: see Remark 1.11 for a comparison. We highlight that the estimates on which the following result is based have an interest on their own (see Theorem 3.3).
Theorem 1.7 (Perturbed concavity I). Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be open, bounded and convex, with $\partial \Omega \in C^{1, \alpha}$, and let $p \in(1,+\infty)$. Assume $a \in C^{0, \alpha}(\Omega), \alpha \in(0,1)$. Let $a_{\infty} \in(0,+\infty)$ be a constant and $u_{\infty}$ be a positive solution of

$$
\begin{cases}-\Delta_{p} u_{\infty}=a_{\infty} & \text { in } \Omega \\ u_{\infty}=0 & \text { on } \partial \Omega\end{cases}
$$

Then the solution $u \in C^{0, \beta}(\bar{\Omega}), \beta \in(0,1]$, of (1.4) with $q=0$ satisfies

$$
\begin{equation*}
\left\|u^{\frac{p-1}{p}}-u_{\infty}^{\frac{p-1}{p}}\right\|_{\infty} \leq C\left\|a-a_{\infty}\right\|_{\infty}^{\kappa} \tag{1.5}
\end{equation*}
$$

for some $C=C\left(p, \Omega, a_{\infty},\|a\|_{C^{0, \alpha}(\Omega)}\right)>0$ and some $\kappa=\kappa(p, N, \beta) \in(0,1)$.
When $u_{\infty}$ is merely concave, (1.5) cannot give precise information on the exact concavity of $u$. If $u_{\infty}$ is assumed strictly concave, then some information can be deduced on $\varepsilon$-uniform concavity (see Corollary 6.3). Nevertheless, when $u_{\infty}$ is strongly concave, and the convergence is proved to be $C^{2}$, the concavity of $u_{\infty}$ is inherited by the solution $u$, for $a(x)$ sufficiently close to $a_{\infty}$. Namely, in the semilinear case we combine the above result with the information on the limiting problem given by Theorem 1.1.

Corollary 1.8. Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be open, bounded, strongly convex, with $\partial \Omega \in C^{2, \alpha}$, and let $p=2$. Consider $\left(a_{n}\right)_{n}: \Omega \rightarrow \mathbb{R}$, and assume that, for some $a_{\infty}>0$ constant

$$
a_{n} \rightarrow a_{\infty} \quad \text { in } C^{0, \alpha}(\Omega) \text { as } n \rightarrow+\infty .
$$

Then the positive solution $u_{n}$ of

$$
\begin{cases}-\Delta u_{n}=a_{n}(x) & \text { in } \Omega,  \tag{1.6}\\ u_{n}=0 & \text { on } \partial \Omega\end{cases}
$$

is such that $u_{n}$ is strongly $\frac{1}{2}$-concave for $n \geq n_{0} \gg 0$. In particular, for these values of $n$, the level sets of $u_{n}$ are strictly convex and $u_{n}$ has a single (and nondegenerate) critical point in $\Omega$.

We comment now a different concavity perturbation result. We recall, for some $a \in L^{\infty}(\Omega)$, the oscillation related to $a$

$$
\operatorname{osc}(a):=\sup _{\Omega} a-\inf _{\Omega} a .
$$

Recall moreover the inner parallel set to $\Omega$, for any $\delta>0$,

$$
\Omega_{\delta}:=\{x \in \Omega \mid d(x, \partial \Omega)>\delta\} .
$$

Theorem 1.9 (Perturbed concavity II). Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be bounded, strongly convex and with $\partial \Omega \in C^{1, \alpha}$, and let $p \in(1,+\infty)$. Let $q \in[0, p-1)$, and assume $a \in C_{l o c}^{1, \alpha}(\Omega) \cap C^{0, \alpha}(\Omega), \alpha \in(0,1)$, and $a>0$ on $\Omega$. Then the solution of (1.4) satisfies

$$
\mathcal{C}_{u}{ }_{u}^{\frac{p-1-q}{p}} \leq \operatorname{Cosc}(a) \quad \text { on } \bar{\Omega} \times \bar{\Omega} \times[0,1]
$$

where $C=C(u, \delta, a, p, q)>0$ is given by

$$
C:=C_{p, q}\left(\frac{\|u\|_{\infty}}{\min _{\overline{\Omega_{\delta}}} u}\right)^{\frac{p-1-q}{p}}\left(2+\frac{\operatorname{osc}(a)}{\min _{\overline{\bar{\Omega}_{\delta}}} a}\right) \frac{1}{\min _{\overline{\Omega_{\delta}}} a}
$$

and $C_{p, q}:=\left(\frac{p-1-q}{q+1}\right)^{1 / p}$; here $\delta>0$ (small) is suitably chosen.
Corollary 1.10. Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be bounded, strongly convex and with $\partial \Omega \in C^{1, \alpha}$, and let $p \in(1,+\infty)$. Let $q \in[0, p-1)$, and assume $a_{\infty}>0$ constant and $\left(a_{n}\right)_{n} \subset C_{l o c}^{1, \alpha}(\Omega) \cap C^{0, \alpha}(\Omega)$, $\alpha \in(0,1)$, with $\left\|a_{n}-a_{\infty}\right\|_{\infty} \rightarrow 0$ as $n \rightarrow+\infty$. Then the corresponding solutions $\left(u_{n}\right)_{n}$ verify

$$
\underset{u_{n}}{\mathcal{C}_{u^{p-1-q}}^{p}} \leq O\left(\left\|a_{n}-a_{\infty}\right\|_{\infty}\right) \rightarrow 0 \quad \text { as } n \rightarrow+\infty .
$$

Remark 1.11. As a further consequence of Theorem 1.9, by Hyers-Ulam Theorem [72] we know that there exists a concave function $\bar{v}$ such that

$$
\begin{equation*}
\left\|u^{\frac{p-1-q}{p}}-\bar{v}\right\|_{\infty} \lesssim \operatorname{osc}(a) . \tag{1.7}
\end{equation*}
$$

When $q=0$, we can compare this result with the one in Theorem 1.7: both the results tell us that $u^{\frac{p-1}{p}}$ is near to a concave function $\bar{v}$. Theorem 1.7 gives an exact information on who $\bar{v}$ is, and requires only $a \in C^{0, \alpha}(\Omega)$ (and no restriction on the sign) since no approximation argument (see Section 5) is required to obtain the result. Theorem 1.9, instead, obtains $\bar{v}$ via an abstract result, but on the other hand gives a more accurate rate of convergence for the error, that is $\sim \operatorname{osc}(a)$ (instead of $\left.\sim \operatorname{osc}(a)^{\theta \frac{\min \{1, p-1\}}{p}}\right)$; moreover, Theorem 1.9 is valid also for $q \neq 0$. The two results seem thus complementary.
Remark 1.12. We believe that the condition $a \in C^{1, \alpha}\left(\mathbb{R}^{N}\right)$ in Theorem 1.9 is merely technical (while $a \in L^{\infty}\left(\mathbb{R}^{N}\right)$ is crucial), due to the regularity issues of the approximation process. Being $a \in C^{1}(\Omega)$, anyway, we can rephrase the conclusion of Theorem 1.9 as

$$
\mathcal{C}_{u}{ }_{u}^{\frac{p-1-q}{p}} \leq C\|\nabla a\|_{\infty} \quad \text { on } \bar{\Omega} \times \bar{\Omega} \times[0,1]
$$

for some constant $C=C_{p, q} \operatorname{diam}(\Omega)\left(\frac{\|u\|_{\infty}}{\min \bar{\Lambda}_{\bar{\delta}} u}\right)^{\frac{p-1-q}{p}}\left(2+\frac{\operatorname{diam}(\Omega)|\nabla a|_{\infty}}{\min \bar{\Omega}_{\Omega_{\delta}}} a\right) \frac{1}{\min \bar{\Omega}_{\bar{\delta}} a}>0$.
In the paper we show also several results which are mainly based on perturbation techniques: in particular, we treat the singular case $q \in[-1,0)$ by an approximation process. Moreover, by exploiting some uniform convergence to the eigenfunction problem, we show that if $q>p-1$ is sufficiently close to $p-1$, or $s \in(0,1)$ is sufficiently close to 1 , then the solutions of $-\Delta_{p} u_{q}=u_{q}^{q}$ and

$$
(-\Delta)_{p}^{s} u_{s}=\lambda_{s} u_{s}^{p-1}
$$

actually enjoy some weaker form of log-concavity far from the boundary. Some comments on the literature of these topics and precise statements are given in the corresponding Sections 6.2-7.3. We highlight that some of the convergences provided have an interest on their own, and could be exploited for several other applications.

Main difficulties: the proofs of the main Theorems 1.4 and 1.9 rely on a suitable approximation process; among other technical difficulties, differently from [22, 29, 88, 116], the co-presence of the approximating components (the " $\varepsilon>0$ parts", see Section 5) and the spatial-depending components (essentially $a(x)$ ) requires some fine management of the nonlinearities in play, in order to achieve the desired concavity and perturbed concavity results. A singular multiplicative decomposition will be employed moreover to deal with the case $a(x) u^{q}, q \neq 0$. The particular choice of the additive decomposition of the nonlinearity will also allow to unify some results contained in [88] and [22] (treating, for example, sum of powers). Regarding the singular case, the idea is to approximate the
nonlinearity with $g_{n}(t):=\left(t+\frac{1}{n}\right)^{q}$ and pass to the limit the abstract result which holds for general $g$; this approach is indeed different from the one proposed in the semilinear case by [15].

Outline of the paper: in Section 2 we recall some properties on approximation of domains, on $\alpha$-concave functions and concavity functions, together with a weaker notion of $\varepsilon$-uniform concavity. In Section 3 we provide some tools on the difference of two solutions in quasilinear frameworks: this topic is of independent interest, but it has some consequences related to concavity of functions. Then in Section 4 we present some general results regarding the maxima of concavity functions on the boundary or in the interior: some of the results are known, others are refinement of known results. In Section 5 we develop an approximation argument for nonregular equations, which is suitable for achieving concavity properties: the discussions is set in a general framework, and some abstract consequences are presented in Section 5.1; then we provide the proofs of the main Theorems in Section 6, together with some comments on perturbed concavity for eigenfunctions and the case of singular equations, where a second approximation argument is set in motion. We collect then in Section 7 several additional results in other frameworks (superhomogeneous, $p$ large, fractional, parabolic), which would be interesting to develop further in the future. We conclude the paper with a collection in Appendix A of some (partially known) tools for the $p$-Laplacian.

Notations: we define $|x|^{2}:=|x|_{2}^{2}:=\sum_{i} x_{i}^{2},|x|_{1}:=\sum_{i}\left|x_{i}\right|,\|u\|_{p}^{p}:=\int_{\Omega}|u|^{p}$ for $p \in(1,+\infty)$, and $\|u\|_{\infty}:=\operatorname{supess}_{x \in \Omega}|u(x)|$. Moreover $[u]_{C^{0, \beta}}:=\sup _{x, y \in \Omega, x \neq y} \frac{|u(x)-u(y)|}{|x-y|^{\beta}}$ and $\|u\|_{C^{0, \beta}}:=\|u\|_{\infty}+[u]_{C^{0, \beta}}$ for $\beta \in(0,1]$, while $D^{2} u$ denotes the Hessian matrix. We define also osc $(a):=\sup _{\Omega} a-\inf _{\Omega} a$, $d(x, \partial \Omega):=\inf _{y \in \partial \Omega}|x-y|, \operatorname{int}(\Omega)$ the interior of $\Omega$ and $\Omega_{\delta}:=\{x \in \Omega \mid d(x, \partial \Omega)>\delta\} ;$ we say that $\Omega_{n} \rightarrow \Omega$ in Hausdorff distance if $\max \left\{\sup _{x \in \Omega} d\left(x, \Omega_{n}\right), \sup _{x \in \Omega_{n}} d(x, \Omega)\right\} \rightarrow 0$ as $n \rightarrow+\infty$. The normal vector to the boundary $\nu$ will be always assumed to pointing inward. Definitions of strong convex domains, (harmonic, joint) concavity functions, and of $\varepsilon$-uniform concavity are given in Section 2 (see also Section 4.2); definition of ground state is given in Remark 7.3, while uniform ellipticity of operators is defined in (4.9). Definition of solution and of $\alpha$-concavity are given above (see also Section 2).

## 2. Preliminary properties and definitions of concavity

We start by recalling some known properties on convex sets (which are always Lipschitz [64, Corollary 1.2 .2 .3$])$. We recall that a set is strictly convex if $(x, y) \subset \Omega$ for each $x, y \in \bar{\Omega}$, while it is strongly convex if the principal curvatures are well defined and strictly positive (see also [8, Definition 3.1.2] for discussions on weak curvatures). Moreover, for a general $C^{2}$ convex set, the curvatures are always nonnegative [71, Corollary 2.1.28]; the inequality cannot generally be improved even for strictly convex sets (for example $\left\{y>x^{4}\right\}$ ). We recall that any Lipschitz domain satisfies the uniform (interior and exterior) cone condition [70, Proposition 2.4.4 and Theorem 2.4.7] (see also [64, Theorem 1.2.2]), every domain $\Omega$ with $\partial \Omega \in C^{1,1}$ satisfies the uniform (interior and exterior) sphere condition [99]. For any $\delta>0$, we set

$$
\Omega_{\delta}:=\{x \in \Omega \mid d(x, \partial \Omega)>\delta\}
$$

often called inner parallel bodies or (referring to $\partial \Omega_{\delta}$ ) surfaces parallel to the boundary. We recall that every convex domain satisfies the unique nearest point property [71, Theorem 2.1.30], while every domain $\Omega$ with $\partial \Omega \in C^{2}$ has a neighborhood $\Omega \backslash \Omega_{\delta}$ where this property holds [53].

We state some properties on $\Omega_{\delta}$ and some approximations of convex sets; see also [71, Lemma 2.3.2], [11, Theorem 5.1], [51, Theorem 5.1] and [8, Theorem 3.2.1] for other relevant approximations. Recall that quasiconcavity of $v$ is equivalent to require

$$
\begin{equation*}
v(\lambda x+(1-\lambda) y) \geq \max \{v(x), v(y)\} \tag{2.1}
\end{equation*}
$$

for each $x, y \in \Omega, \lambda \in[0,1]$.
Proposition 2.1. The following properties hold.
(i) Let $\Omega \subset \mathbb{R}^{N}$ be open, bounded and convex. Then there exists $\left(\Omega^{k}\right)_{k \in \mathbb{N}}, \Omega^{k} \subseteq \Omega$, strongly convex, with $\partial \Omega^{k} \in C^{\infty}$, and such that $\Omega^{k} \subset \Omega^{k+1}, \Omega=\bigcup_{k} \Omega^{k}$ and $\Omega^{k} \rightarrow \Omega$ in Hausdorff distance as $k \rightarrow+\infty$.
(ii) Let $\Omega \subset \mathbb{R}^{N}$ be open, bounded, and convex [resp. strictly convex]. Then the distance function $d(\cdot, \partial \Omega)$ is Lipschitz and concave [resp. also strictly quasiconcave]. ${ }^{2}$ As a consequence, for any $\delta>0, \Omega_{\delta}$ is convex [resp. strictly convex].
(iii) Let $\Omega \subset \mathbb{R}^{N}$ be open and bounded, and let $k \in \mathbb{N} \cup\{\infty\}$. If $\partial \Omega \in C^{k}, k \geq 2$ then $d(\cdot, \partial \Omega) \in C^{k}\left(\Omega \backslash \Omega_{\delta_{0}}\right)$ for some $\delta_{0} ;{ }^{3}$ this means that, for $\delta>0$ sufficiently small, $\partial \Omega_{\delta} \in C^{k}$ (and $\Omega_{\delta}$ can be seen as a smooth manifold). The same holds for $k=1$ by assuming in addition that $\partial \Omega$ satisfies the unique nearest point property (e.g., $\Omega$ is convex) and for a.e. $\delta>0$ small. ${ }^{4}$ Similar statements holds also for $C^{k, \alpha}$.

Proof. Being the properties well known, we give just a sketch of the proof.
For (i), the claim is given in [93, Corollary 6.3.10] by considering $\Omega^{k}$ as the preimages of a suitable smooth, strongly concave exhaustion function (see also [19, Theorem 2.3], and [100, Theorem 1.4] for regularized distance function arguments). We obtain thus that $\Omega^{k}$ are increasing and cover $\Omega$, and basic properties imply the Hausdorff convergence (see e.g. [70, Section 2.2.3.2]).

For (ii), we have the claim by [71, Theorem 2.1.24], [46, Theorem 5.4]. We give some details on the strict quasiconcavity: consider $x_{1}, x_{2} \in \bar{\Omega}, x_{1} \neq x_{2}$, and set $d_{i}:=d\left(x_{i}, \partial \Omega\right) \geq 0, \bar{x}:=\frac{x_{1}+x_{2}}{2} \in \Omega$, and $\bar{d}:=\frac{d_{1}+d_{2}}{2} \geq 0$. Fix now a direction $\xi \in S^{N-1}$, and set $y_{i}^{\xi}:=x_{i}+d_{i} \xi \in \bar{\Omega}, \bar{y}^{\xi}:=\frac{y_{1}+y_{2}}{2}=\bar{x}+\bar{d} \xi$. By convexity, we have $\bar{y}^{\xi} \in \bar{\Omega}$, thus varying $\xi$ we obtain $B(\bar{x}, \bar{d}) \subset \bar{\Omega}$, which implies $d(\bar{x}, \partial \Omega) \geq \bar{d}$; this gives mid-concavity (and thus concavity). We now distinguish:

- $d_{1} \neq d_{2}$ : in this case $d(\bar{x}, \partial \Omega) \geq \bar{d}>\min \left\{d_{1}, d_{2}\right\}$.
- $d_{1}=d_{2}$ : in this case $y_{1}^{\xi} \neq y_{2}^{\xi}$ for each $\xi$ (otherwise $x_{1}-x_{2}=\left(d_{1}-d_{2}\right) \xi=0$, impossible) thus by strict convexity $\bar{y}^{\xi} \in \Omega$, that is $B(\bar{x}, \bar{d}) \subset \Omega$, and hence $d(\bar{x}, \partial \Omega)>\bar{d}=\min \left\{d_{1}, d_{2}\right\}$.
In both cases we have

$$
d\left(\frac{x_{1}+x_{2}}{2}, \partial \Omega\right)>\min \left\{d\left(x_{1}, \partial \Omega\right), d\left(x_{2}, \partial \Omega\right)\right\}
$$

that is, strict mid-quasiconcavity, which implies strict quasiconcavity, and in particular strict convexity of the level sets [9, Corollary 3.36].

For (iii), when $k \geq 2$, we rely on [56, Lemma 14.16], while for $k=1$ we rely on [53]. See also [92] for $C^{k, \alpha}$ conclusions $(k \geq 2)$ and [46, Theorem 5.7] for $C_{l o c}^{1,1}$ conclusions.

By the end of the proof of [56, Lemma 14.16] we also see that the distance is proper, that is for small $\delta<\delta_{0}$ we have that $d(x, \partial \Omega)<\delta$ implies $\nabla d(\cdot, \partial \Omega) \neq 0$; when $k=1$ we rely instead on Sard's lemma. By exploiting the implicit function theorem (as in the proof of [11, Theorem 5.1], see end of page 13 therein), we achieve that, for such $\delta, \partial \Omega_{\delta} \in C^{k}$; see also the preimage theorem [109, Corollary in Section 1.2.2, page 37] in combination with [64, Theorem 1.2.1.5] or [93, Section 1.2]. For Lipschitz boundaries see [51, Theorem 4.1].

We recall some miscellanea results by [88, Properties 7 and 8, Lemma A.2] and [89, Lemma 3.2] (see also [103, Theorems 1 and 3, Corollary 2]).

[^2]We say that a function $h: \Lambda \subset \mathbb{R}^{N} \rightarrow \mathbb{R}$ (not necessarily positive) is harmonic concave if, for each $z_{1}, z_{2} \in \Lambda, \lambda \in[0,1]$,

$$
h\left(\lambda z_{1}+(1-\lambda) z_{2}\right) \geq \begin{cases}\frac{h\left(z_{1}\right) h\left(z_{2}\right)}{\lambda h\left(z_{2}\right)+(1-\lambda) h\left(z_{1}\right)} & \text { if } \lambda h\left(z_{2}\right)+(1-\lambda) h\left(z_{1}\right)>0, \\ 0 & \text { if } h\left(z_{1}\right)=h\left(z_{2}\right)=0\end{cases}
$$

If $h$ is positive, this definition coincides with $(-1)$-concavity, see [88].
Proposition 2.2. We have the following properties.

- Let $h>0$ be $\alpha$-concave, and $k>0$ be $\beta$-concave, with $\alpha, \beta \in[0,+\infty]$. Then $h k$ is $\gamma$-concave, where $\frac{1}{\gamma}=\frac{1}{\alpha}+\frac{1}{\beta}$.
- Let $\Omega \subset \mathbb{R}^{N}$ be convex and $I \subset \mathbb{R}$ be an interval, and let $h=h(t, x)$ be positive and such that $(x, t) \in \Omega \times I \mapsto t^{2} h(x, t)$ is (jointly) concave. Then $h$ is (jointly) harmonic concave.
- If $h, k$ are $\alpha$-concave functions for $\alpha \geq 1$, then $h+k$ is $\alpha$-concave. If $h$ is harmonic concave, then $h-k$ is harmonic concave for every constant $k \geq 0$.
- Let $h=h(x)$ be $\alpha$-concave, then $(t, x) \mapsto h(x)$ is $\alpha$ (jointly) concave; similarly if $h=h(t)$.

We consider now the concavity function, for a $v: \Omega \rightarrow \mathbb{R}$,

$$
\mathcal{C}_{v}(x, y, \lambda):=\lambda v(x)+(1-\lambda) v(y)-v(\lambda x+(1-\lambda) y),
$$

the joint concavity function, for a $h=h(x, t): \Omega \times \mathbb{R} \rightarrow \mathbb{R}$, as

$$
\mathcal{J C}_{h}((x, t),(y, s), \lambda):=\lambda h(x, t)+(1-\lambda) h(y, s)-h(\lambda x+(1-\lambda) y, \lambda t+(1-\lambda) s),
$$

and, when $h>0$, the (jointly) harmonic concavity function as

$$
\mathcal{H C}_{h}((x, t),(y, s), \lambda):=\frac{h(x, t) h(y, s)}{\lambda h(y, s)+(1-\lambda) h(x, t)}-h(\lambda x+(1-\lambda) y, \lambda t+(1-\lambda) s) .
$$

Notice that (see [29])

$$
\mathcal{H C} \leq \mathcal{J C}
$$

We recall some relations on $\mathcal{H C}$ which allows to deal with basic operations [29, Lemma A.1].
Proposition 2.3 ([29]). Let $f, g$ such that $f, g>0$. Then, for any $x, y \in \Omega, t, s \in \mathbb{R}, \lambda \in[0,1]$,

$$
\mathcal{H C}_{f+g}((x, t),(y, s), \lambda) \geq \mathcal{H C}_{f}((x, t),(y, s), \lambda)+\mathcal{H C}_{g}((x, t),(y, s), \lambda)
$$

and, if moreover $f-g>0$,

$$
\mathcal{H C}_{f-g}((x, t),(y, s), \lambda) \leq \mathcal{H C}_{f}((x, t),(y, s), \lambda)-\mathcal{H C}_{g}((x, t),(y, s), \lambda) .
$$

We finally recall some definitions of generalized concavity and some related properties (see also Proposition 7.4 for quasiconcavity).

Definition 2.4. We say that $v: \Omega \rightarrow \mathbb{R}$ is $\varepsilon$-uniformly concave with (continuous) modulus $\rho$ : $(0,+\infty) \rightarrow(0,+\infty)$ if

$$
v\left(\frac{x+y}{2}\right) \geq \frac{v(x)+v(y)}{2}+\rho(|x-y|) \quad \text { for each } x, y \in \Omega,|x-y| \geq \varepsilon
$$

namely $\mathcal{C}_{v}\left(x, y, \frac{1}{2}\right) \leq-\rho(|x-y|)$ for $|x-y| \geq \varepsilon$. We say that $v$ is $\varepsilon$-strongly concave with parameters $m>0$ if $\rho(t)=\frac{1}{8} m t^{2} .{ }^{5}$ If $\rho \equiv$ const we simply say that $v$ is $\varepsilon$-uniformly concave.

5 The " $\lambda$-version" actually reads as: $v(\lambda x+(1-\lambda) y) \geq \lambda v(x)+(1-\lambda) v(y)+\frac{1}{2} \lambda(1-\lambda) m|x-y|_{2}^{2}$.

We highlight that an $\varepsilon$-uniform concave function is not necessarily concave [63, Example 2.5]; anyway this class of functions enjoy several properties, see [63]. Clearly uniform concavity (i.e. 0 -uniform concavity) implies both $\varepsilon$-uniform concavity (for each $\varepsilon>0$ ) and concavity (by assuming $v$ continuous). Similarly, strong concavity - i.e. $v-\frac{m}{2}|x|_{2}^{2}$ is concave - implies both $\varepsilon$-strong concavity and strict concavity. We further recall that when $v \in C^{2}(\Omega)$, strong concavity is equivalent to say that $D^{2} v \succcurlyeq m I$, that is, $D^{2} v-m I$ is positive semi-definite (i.e., the eigenvalues of $D^{2} v$ lie in $[m,+\infty)$ ).

We are interested in properties inherited by a sequence of functions from their limit: we observe that, if $v_{n} \rightarrow v$ in $C^{k}(\Omega)$ and $u$ is strictly convex, then it is not ensured that $v_{n}$ is strictly convex for $n$ large. Indeed, consider $v_{n}(x):=\left\{\begin{array}{ll}x^{2 k} & \text { for } x \notin\left[-\frac{1}{n}, \frac{1}{n}\right], \\ -x^{2 k}+\frac{2}{n^{2 k}} & \text { for } x \in\left[-\frac{1}{n}, \frac{1}{n}\right],\end{array}\right.$ and $v(x):=x^{2 k}$; clearly (by substituting $v_{n}$ with a smooth mollification) $v_{n} \rightarrow v$ in $C^{2 k-1}([-1,1])$ and $v$ is strictly convex, but $v_{n}$ are not even convex. With the same example, we see that for $k=1 v_{n} \rightarrow v$ in $C^{1}([-1,1])$ (but not in $\left.C^{2}([-1,1])\right)$ and $v(x)=x^{2}$ is strongly concave; thus $C^{1}$ convergence is not sufficient to inherit convexity from strong convexity.

On the other hand, by looking at the Hessian matrix, it is clear the following result.
Proposition 2.5. Assume $v_{n}: \Omega \rightarrow \mathbb{R}$ converge in $C^{2}(\Omega)$ to $v$, which is assumed to be strongly concave on $\Omega$. Then $v_{n}$ is strongly concave for $n$ sufficiently large.

A weaker property, anyway, is inherited by the sequence also in case of $L^{\infty}$-convergence, when $v$ is assumed strictly concave.
Proposition 2.6. We have the following properties.

- Assume $\Omega$ bounded and $v: \bar{\Omega} \rightarrow \mathbb{R}$ strictly concave, then $v$ is uniformly concave (i.e., $\varepsilon$-uniformly concave for each $\varepsilon>0$ ).
- Assume $v_{n}: \Omega \rightarrow \mathbb{R}$ converge in $L^{\infty}(\Omega)$ to $v$, which is assumed uniformly [resp. strongly] concave in $\bar{\Omega}$. Then, for each $\varepsilon>0$, there exists $n_{\varepsilon} \gg 0$ such that, for each $n \geq n_{\varepsilon}, u$ is $\varepsilon$-uniformly [resp. $\varepsilon$-strongly] concave.

Proof. Set $\Lambda_{\varepsilon}:=\{x, y \in \bar{\Omega},|x-y| \geq \varepsilon\}$, the first claim comes straightforwardly by considering $\rho:=-\inf _{\Lambda_{\varepsilon}} \mathcal{C}_{v}\left(x, y, \frac{1}{2}\right)>0$. Consider the second point. We have

$$
\inf _{\Lambda_{\varepsilon}}\left(\mathcal{C}_{v}\left(x, y, \frac{1}{2}\right)+\frac{1}{2} \rho(|x-y|)\right) \leq-\frac{1}{2} \inf _{\Lambda_{\varepsilon}} \rho<0 .
$$

Since $\mathcal{C}_{v_{n}}\left(x, y, \frac{1}{2}\right) \rightarrow \mathcal{C}_{v}\left(x, y, \frac{1}{2}\right)$ uniformly on $\Lambda_{\varepsilon}$, we have

$$
\mathcal{C}_{v_{n}}\left(x, y, \frac{1}{2}\right)+\frac{1}{2} \rho(|x-y|)<-\frac{1}{4} \inf _{\Lambda_{\varepsilon}} \rho<0
$$

on $\Lambda_{\varepsilon}$, for $n$ large. This gives the claim.
We conclude this Section with some comments on a different notion of concavity.
Remark 2.7. A generalization of the concept of concavity was recently discussed in [18]: given $L$ an operator on functions in the interval $(0,1)$, we say that $u$ is $L$-concave if

$$
u(t x+(1-t) y) \geq \omega_{L, u}^{x, y}(t)
$$

for each $x, y \in \Omega$ and $t \in[0,1]$, where

$$
\left\{\begin{array}{l}
L\left[\omega_{L, u}^{x, y}\right](t)=0 \quad \text { in }(0,1), \\
\omega_{L, u}^{x, y}(0)=u(y), \quad \omega_{L, u}^{x, y}(1)=u(x)
\end{array}\right.
$$

in the viscosity sense (see also [71, Section VI]). It is clear that, if $L(\omega)=\omega^{\prime \prime}$ - the monodimensional counterpart of the Laplacian - then we recover the classical concavity. It is moreover straightforward to check that also with $L(\omega)=\left(\left|\omega^{\prime}\right|^{p-2} \omega^{\prime}\right)^{\prime}$ - the $p$-Laplacian in one dimension - we still recover the classical concavity.

We highlight that the $\alpha$-concavity, in the sense that $u^{\alpha}$ is concave, is essentially equivalent to the $L^{\alpha}$-concavity, where $L^{\alpha}(\omega):=\omega^{\prime \prime} \omega-(1-\alpha)\left(\omega^{\prime}\right)^{2}$ (or equivalently, the operator $\tilde{L}^{\alpha}:=\left(|\omega|^{\alpha-1} \omega^{\prime}\right)^{\prime}$, a quasilinear nonvariational operator). Here, as it is well known, $L^{\alpha}$ builds a bridge between concavity $(\alpha=1)$ and quasiconcavity $(\alpha \rightarrow-\infty)$.

In [18], instead, the authors propose a different bridge, given by $L_{\beta}(\omega):=\beta \omega^{\prime \prime}+(1-\beta)\left(\omega^{\prime}\right)^{2}$, for $\beta \in[0,1]$ : here they recover concavity for $\beta=1$ and quasiconcavity for $\beta=0$. This class enjoys several properties: moreover, saying that a function is $L_{\beta}$-concave is essentially equivalent to saying that $\varphi_{\beta}(u):=-e^{-\frac{1-\beta}{\beta} u}$ is concave, and this transformation has a great relevance in financial mathematics [9, Chapter 8], [103]. For $\alpha \in[-\infty, 0]$ it is straightforward to check that

$$
u \text { is } L^{\alpha} \text {-concave } \Longleftrightarrow \log (u) \text { is } L_{\frac{1}{1-\alpha}} \text {-concave. }
$$

Key differences between $\varphi_{\beta}$ and the classical transformations, in the framework of Dirichlet problems, is given by the facts that: $\varphi_{\beta}^{\prime}(t) \nrightarrow+\infty$ as $t \rightarrow 0$ (see also Remark 4.8), and $t \mapsto \frac{\psi_{\beta}^{\prime \prime}(t)}{\psi_{\beta}^{\prime}(t)}=-\frac{1}{t}$ is not nonincreasing $\left(\psi_{\beta}=\varphi_{\beta}^{-1}\right)$, which are both of key importance. Notice moreover that power concavity is essentially the only class of transformations which are closed under scalar multiplication [103, Theorem 2].

We provide also an explicit example where $\varphi_{\beta}$ does not work, since edges create problems: the solution of the torsion problem $-\Delta u=1$ in the triangle of vertices $( \pm \sqrt{3}, 0),(0,1)$ is given by $u(x, y)=\frac{y}{4}(1-y)^{2}-3 x^{2}$; it is known that $\sqrt{u}$ is concave but $u^{\alpha}$ is not concave for any $\alpha>\frac{1}{2}[15$, page 328]. We wonder if, for some large $r>0,1-e^{-r u}$ is concave: but it is straightforward to see that $y \mapsto 1-e^{-r u(y, 0)}$ is concave only if $r>\frac{8(3 y-2)}{(1-y)^{2}(3 y-2)^{2}}$, which is clearly impossible as $y \rightarrow 1$.

We suspect anyway that, in regular domains and for some class of problems, $\varphi_{\beta}$ could work as a good transformation in Dirichlet problems.

## 3. Estimates on the difference of two solutions

In this Section we want to compare the solutions of two problems, where the space component may act differently; this comparison will in particular lead to the proof of Theorem 1.7 and its generalizations. Since the problem is quasilinear, we cannot directly work on a problem solved by the difference of the two solutions. We start by some considerations on general functions. We recall the following result by [96, Theorems 1.1 and 1.2].
Lemma 3.1 ([96]). Let $\Omega \subset \mathbb{R}^{N}$, $N \geq 1$, be open and with the uniform interior cone condition. Consider a function $u \in C^{0, \beta}(\bar{\Omega}) \cap L^{q}(\Omega), \beta \in(0,1]$ and $q \in[1,+\infty)$. Then

$$
\begin{equation*}
\|u\|_{\infty} \leq C\|u\|_{C^{0, \beta}}^{1-\kappa_{q}}\|u\|_{q}^{\kappa_{q}} \tag{3.1}
\end{equation*}
$$

where $\kappa_{q}=\kappa_{N, \beta, q}:=\frac{\beta}{\beta+\frac{N}{q}} \in(0,1)$ and $C=C_{N, \beta, q}>0$ is given as follows:

- if $\Omega=\mathbb{R}^{N}$, then $C_{N, \beta, q}=\max \left\{\frac{N}{N+\beta}, \omega_{N}^{-\frac{1}{q}}\right\}>0$ (here $\omega_{N}$ is the volume of the unit ball);
- if $\Omega \neq \mathbb{R}^{N}$, let $r_{0}$ be the radius of the (uniform) interior cone; then $C_{N, \beta, q}=\max \left\{\frac{N}{N+\beta}, \omega_{K}^{-\frac{1}{q}}, r_{0}^{\beta}\right\}$ (here $\omega_{K}$ is the volume of the cone scaled to radius 1). ${ }^{6}$
As a consequence, if $u \in C^{k, \beta}(\bar{\Omega}) \cap W^{k, q}(\Omega), k \in \mathbb{N}, \beta \in(0,1]$ and $q \in[1,+\infty)$, then

$$
\|u\|_{C^{k}} \leq C\|u\|_{C^{k, \beta}}^{1-\kappa_{q}}\|u\|_{W^{k, q}}^{\kappa_{q}}
$$

As a corollary of the Lemma we gain a preliminary estimate on the difference of two general functions. We write, for $p \in(1,+\infty), \beta \in(0,1]$,

$$
\kappa_{p^{*}}=\frac{\beta}{\beta+\frac{N}{p^{*}}}=\frac{p \beta}{p \beta+N-p} \in(0,1), \quad \kappa_{2^{*}}=\frac{\beta}{\beta+\frac{N}{2^{*}}}=\frac{2 \beta}{2 \beta+N-2} \in(0,1)
$$

$\overline{{ }^{6} \text { Notice that }} \kappa_{N, \beta, q} \rightarrow 1$ and $C_{N, \beta, q} \rightarrow \max \left\{\frac{N}{N+\beta}, r_{0}^{\beta}\right\}>0$ as $q \rightarrow+\infty$.

Corollary 3.2. Let $\Omega \subset \mathbb{R}^{N}, N \geq 1$ be open and with the uniform interior cone condition, and let $p \in(1,+\infty)$. Let $u, v \in C^{0, \beta}(\bar{\Omega}) \cap W^{1, p}(\Omega), \beta \in(0,1]$, then

$$
\begin{equation*}
\|u-v\|_{\infty} \leq C\left(\|u\|_{C^{0, \beta}}+\|v\|_{C^{0, \beta}}\right)^{1-\kappa_{p^{*}}}\|\nabla u-\nabla v\|_{p}^{\kappa_{p^{*}}} \tag{3.2}
\end{equation*}
$$

with $C=C(N, \beta, p)>0$. Similarly, if $u, v \in C^{0, \beta}(\bar{\Omega})$ with $u-v \in D^{1,2}(\Omega)$, then

$$
\begin{equation*}
\|u-v\|_{\infty} \leq C\left(\|u\|_{C^{0, \beta}}+\|v\|_{C^{0, \beta}}\right)^{1-\kappa_{2^{*}}}\|\nabla u-\nabla v\|_{2}^{\kappa_{2^{*}}} \tag{3.3}
\end{equation*}
$$

with $C=C(N, \beta)>0$.
We want to prove Theorem 1.7. We discuss here a more general case.
Theorem 3.3. Let $\Omega \subset \mathbb{R}^{N}, N \geq 1$, be open and with the uniform interior cone condition, and let $p \in(1,+\infty)$. Consider $a_{1}, a_{2} \in L^{q}(\Omega), q \in(1,+\infty]$, and the problems

$$
\left\{\begin{array} { l l } 
{ - \Delta _ { p } u _ { 1 } = a _ { 1 } ( x ) } & { \text { in } \Omega , }  \tag{3.4}\\
{ u _ { 1 } = 0 } & { \text { on } \partial \Omega , }
\end{array} \quad \left\{\begin{array}{ll}
-\Delta_{p} u_{2}=a_{2}(x) \\
u_{2}=0 & \text { in } \Omega, \\
\text { on } \partial \Omega,
\end{array}\right.\right.
$$

with positive solutions $u_{1}, u_{2} \in C^{0, \beta}(\bar{\Omega})$ for some $\beta \in(0,1]$.

- If $p \geq 2$ assume $q \geq \frac{p}{p-2}$. Then

$$
\left\|u_{1}-u_{2}\right\|_{\infty} \leq C\left\|a_{1}-a_{2}\right\|_{q}^{\frac{\kappa_{p^{*}}}{p-1}}
$$

where $C=C\left(p, q, \Omega,\left\|u_{1}\right\|_{C^{0, \beta}(\Omega)},\left\|u_{2}\right\|_{C^{0, \beta}(\Omega)}\right)>0$.

- If $p \leq 2$ assume $q \geq 2$ and $u_{1}, u_{2} \in W^{1, \infty}(\Omega)$. Then

$$
\left\|u_{1}-u_{2}\right\|_{\infty} \leq C\left\|a_{1}-a_{2}\right\|_{q}^{\kappa_{2} *}
$$

where $C=C\left(p, q, \Omega,\left\|u_{1}\right\|_{C^{0, \beta}(\Omega)},\left\|u_{2}\right\|_{C^{0, \beta}(\Omega)},\left\|\nabla u_{1}\right\|_{\infty},\left\|\nabla u_{2}\right\|_{\infty}\right)>0$.
Proof. By definition of weak solution we have, for any $\varphi \in W_{0}^{1, p}(\Omega)$,

$$
\int_{\Omega}\left(\left|\nabla u_{1}\right|^{p-2} \nabla u_{1}-\left|\nabla u_{2}\right|^{p-2} \nabla u_{2}\right) \cdot \nabla \varphi=\int_{\Omega}\left(a_{1}(x)-a_{2}(x)\right) \varphi
$$

we choose $\varphi=u_{1}-u_{2} \in W_{0}^{1, p}(\Omega)$, so that

$$
\int_{\Omega}\left(\left|\nabla u_{1}\right|^{p-2} \nabla u_{1}-\left|\nabla u_{2}\right|^{p-2} \nabla u_{2}\right) \cdot\left(\nabla u_{1}-\nabla u_{2}\right) \leq\left\|a_{1}-a_{2}\right\|_{q}\left\|u_{1}-u_{2}\right\|_{r}
$$

for $\frac{1}{q}+\frac{1}{r}=1, r \leq \max \{p, 2\}$. Let us now distinguish two cases.
If $p \geq 2$, by [105, Section 12(I)], Hölder and Poincaré inequalities we have

$$
2^{2-p}\left\|\nabla u_{1}-\nabla u_{2}\right\|_{p}^{p} \leq\left\|a_{1}-a_{2}\right\|_{q}\left\|u_{1}-u_{2}\right\|_{r} \leq|\Omega|^{\frac{p-r}{p r}} C_{\Omega, p}\left\|a_{1}-a_{2}\right\|_{q}\left\|\nabla u_{1}-\nabla u_{2}\right\|_{p}
$$

here $C_{\Omega, p}$ is the best Poincaré constant on $W_{0}^{1, p}(\Omega)$. Thus

$$
\left\|\nabla u_{1}-\nabla u_{2}\right\|_{p} \leq\left(2^{2-p}|\Omega|^{\frac{p-r}{p r}} C_{\Omega, p}\right)^{\frac{1}{p-1}}\left\|a_{1}-a_{2}\right\|_{q}^{\frac{1}{p-1}}
$$

Set $C_{1}:=\left\|u_{1}\right\|_{C^{0, \beta}(\Omega)}+\left\|u_{2}\right\|_{C^{0, \beta}(\Omega)}$ by (3.2) we obtain

$$
\left\|u_{1}-u_{2}\right\|_{\infty} \lesssim C_{1}^{1-\kappa_{p^{*}}}\left\|a_{1}-a_{2}\right\|_{q}^{\frac{\kappa_{p} *}{p-1}}
$$

If $1<p \leq 2$ then, by [105, Section 12 (VII)] we have

$$
(p-1) \int_{\Omega} \frac{\left|\nabla u_{1}-\nabla u_{2}\right|^{2}}{\left(1+\left|\nabla u_{1}\right|^{2}+\left|\nabla u_{2}\right|^{2}\right)^{\frac{2-p}{2}}} \leq\left\|a_{1}-a_{2}\right\|_{q}\left\|u_{1}-u_{2}\right\|_{r} \leq|\Omega|^{\frac{2-r}{2 r}} C_{\Omega, 2}\left\|a_{1}-a_{2}\right\|_{q}\left\|\nabla u_{1}-\nabla u_{2}\right\|_{2} .
$$

Set $C_{2}:=1+\left\|\nabla u_{1}\right\|_{\infty}+\left\|\nabla u_{2}\right\|_{\infty}$ we have

$$
C_{2}^{-\frac{2-p}{2}}(p-1)\left\|\nabla u_{1}-\nabla u_{2}\right\|_{2}^{2} \leq|\Omega|^{\frac{2-r}{2 r}} C_{\Omega, 2}\left\|a_{1}-a_{2}\right\|_{q}\left\|\nabla u_{1}-\nabla u_{2}\right\|_{2}
$$

thus

$$
\left\|\nabla u_{1}-\nabla u_{2}\right\|_{2} \leq\left(\frac{1}{p-1} C_{2}^{\frac{2-p}{2}}|\Omega|^{\frac{2-r}{2 r}} C_{\Omega, 2}\right)\left\|a_{1}-a_{2}\right\|_{q} .
$$

Therefore, exploiting (3.3),

$$
\left\|u_{1}-u_{2}\right\|_{\infty} \lesssim C_{1}^{1-\kappa_{2^{*}}} C_{2}^{\frac{2-p}{2}}\left\|a_{1}-a_{2}\right\|_{q}^{\kappa_{2^{*}}} .
$$

Corollary 3.4. Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be open and with the uniform interior cone condition, and let $p \in(1,+\infty)$. Let $a_{1}, a_{2} \in L^{\infty}(\Omega)$ and $u_{1}, u_{2} \in L^{\infty}(\Omega)$ solutions of (3.4). Then

- Let $p \geq 2$, and assume $\Omega$ satisfies the uniform (interior and exterior) cone condition. Then

$$
\left\|u_{1}-u_{2}\right\|_{\infty} \leq C\left\|a_{1}-a_{2}\right\|_{\infty}^{\frac{\kappa_{p}{ }^{*}}{p-1}}
$$

where $C=C\left(p, \Omega,\left\|a_{1}\right\|_{\infty},\left\|a_{2}\right\|_{\infty}\right)>0$.

- Let $p \leq 2$ and assume $a_{i} \in C^{0, \alpha}(\Omega), \partial \Omega \in C^{1, \alpha}$. Then

$$
\left\|u_{1}-u_{2}\right\|_{\infty} \leq C\left\|a_{1}-a_{2}\right\|_{\infty}^{\kappa_{2} *}
$$

where $C=C\left(p, \Omega,\left\|a_{1}\right\|_{C^{0, \alpha}},\left\|a_{2}\right\|_{C^{0, \alpha}}\right)>0$.
Proof. By [30, Theorem 2.3] (see also [121, Corollary 4.2]) we have the $C^{0, \beta}(\bar{\Omega})$ regularity, while by [101, Theorem 1] (see also [66, Corollary 1.1] and [95, Section 4.3, Theorem 5.2]) we have the $C^{1, \beta}(\bar{\Omega})$ (and thus $W^{1, \infty}$ ) regularity. Hence $u$ satisfies the assumptions of Theorem 3.3 and we achieve the claim.

Remark 3.5. We observe that, as a first consequence of Corollary 3.4, we get the uniqueness result of Lemma A. 1 in the specific case $f(x, t) \equiv a(x)$, and Corollary A. 3 in the specific case $f_{n}(x, t) \equiv a_{n}(x) \geq a_{0}$.

We deal now with concavity properties that can be deduced by this perturbation result.
Corollary 3.6. Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be open, bounded and convex, and let $p \in(1,+\infty)$. Let $a_{1}, a_{2} \in L^{\infty}(\Omega)$ and $u_{1}, u_{2}$ as in Corollary 3.4. Assume $a_{2}>0$ to be $\theta$-concave, $\theta \geq 1$. Then $u_{2}$ is $\frac{\theta(p-1)}{1+\theta p}$-concave and the following holds.

- Let $p \geq 2$. Then

$$
\left\|u_{1}^{\frac{\theta(p-1)}{1+\theta_{p}}}-u_{2}^{\frac{\theta(p-1)}{1+\theta_{p}}}\right\|_{\infty} \leq C\left\|a_{1}-a_{2}\right\|_{\infty}^{\kappa_{2} * \frac{\theta(p-1)}{1+\theta_{p}}}
$$

where $C=C\left(p, \Omega,\left\|a_{1}\right\|_{\infty},\left\|a_{2}\right\|_{\infty}\right)>0$.

- Let $p \leq 2$ and assume $a_{i} \in C^{0, \alpha}(\Omega), \partial \Omega \in C^{1, \alpha}$. Then

$$
\left\|u_{1}^{\frac{\theta(p-1)}{1+\theta_{p}}}-u_{2}^{\frac{\theta(p-1)}{1+\theta_{p} p}}\right\|_{\infty} \leq C\left\|a_{1}-a_{2}\right\|_{\infty}^{\kappa_{2} * \frac{\theta(p-1)}{1+\theta_{p}}}
$$

where $C=C\left(p, \Omega,\left\|a_{1}\right\|_{C^{0, \alpha}},\left\|a_{2}\right\|_{C^{0, \alpha}}\right)>0$.
The same results apply for $\theta=\infty$ by substituting $\frac{\theta(p-1)}{1+\theta p}$ with $\frac{p-1}{p}$.

Proof. The claim comes from Corollary 3.4, Theorem 1.4 and the fact that, for $\gamma \in(0,1)$,

$$
\left\|u_{1}^{\gamma}-u_{2}^{\gamma}\right\|_{\infty} \leq\left\|u_{1}-u_{2}\right\|_{\infty}^{\gamma} .
$$

Proof of Theorem 1.7. Arguing e.g. as in Section 5, the solutions are bounded. The result is thus a consequence of Corollary 3.6, by considering $a_{2}$ constant.

We postpone the proof of Corollary 1.8 and its generalizations to Section 6.
Remark 3.7. We see that Corollary 3.4 can be applied to deduce some information on log-concavity. Indeed, as in the proof of Lemma A.1, we first have $\frac{u_{1}}{u_{2}}, \frac{u_{2}}{u_{1}} \in L^{\infty}(\Omega)$. Thus, by the mean value theorem, there exists $\lambda^{*} \in(0,1)$ such that

$$
\begin{aligned}
\left|\log \left(u_{1}\right)-\log \left(u_{2}\right)\right| & =\frac{1}{2}\left|\log \left(\frac{u_{1}}{u_{2}}\right)-\log \left(\frac{u_{2}}{u_{1}}\right)\right|=\frac{1}{2\left(\lambda^{*} \frac{u_{1}}{u_{2}}+\left(1-\lambda^{*}\right) \frac{u_{2}}{u_{1}}\right)}\left|\frac{u_{1}}{u_{2}}-\frac{u_{2}}{u_{1}}\right| \\
& \leq C\left|\frac{u_{1}}{u_{2}}+\frac{u_{2}}{u_{1}}\right|\left|u_{1}-u_{2}\right| \leq C^{\prime}\left|u_{1}-u_{2}\right| .
\end{aligned}
$$

Hence by Corollary 3.4, we have

$$
\left\|\log \left(u_{1}\right)-\log \left(u_{2}\right)\right\|_{\infty} \leq C\left\|a_{1}-a_{2}\right\|_{\infty}^{\frac{\kappa_{p^{*}}}{p-1}}
$$

if $p \geq 2$, while

$$
\left\|\log \left(u_{1}\right)-\log \left(u_{2}\right)\right\|_{\infty} \leq C\left\|a_{1}-a_{2}\right\|_{\infty}^{\kappa_{2} *}
$$

if $p \leq 2$. Here $C=C\left(p, \Omega,\left\|a_{1}\right\|_{C^{0, \alpha}},\left\|a_{2}\right\|_{C^{0, \alpha}},\left\|\frac{u_{1}}{u_{2}}\right\|_{\infty},\left\|\frac{u_{2}}{u_{1}}\right\|_{\infty}\right)>0$.
We notice that, clearly, $\log \left(u_{1}\right), \log \left(u_{2}\right) \notin L^{\infty}(\Omega)$, but the difference does so. On the other hand, we have, for each $\delta>0, \log \left(u_{1}\right), \log \left(u_{2}\right) \in L^{\infty}\left(\Omega_{\delta}\right)$, thus, if $a_{n} \rightarrow a_{0}$ uniformly, then

$$
\log \left(u_{n}\right) \rightarrow \log \left(u_{0}\right) \quad \text { in } L^{\infty}\left(\Omega_{\delta}\right) ;
$$

if for example one is able to deduce that $\log \left(u_{0}\right)$ is strictly or strongly concave in $\Omega_{\delta}$, then some concavity information on $\mathcal{C}_{\log \left(u_{n}\right)}$ for $n$ large can be deduced as well, see Propositions 2.5 and 2.6.

## 4. General lemmas about concavity

### 4.1. Concavity on the boundary

In this Section we discuss the possibility of the concavity function $\mathcal{C}_{v}$ to have a maximum on the boundary of its domain. Here we do not use the equation, but only the information on the boundary; see anyway [15, Lemma 3.3] where also the equation is exploited (in a singular framework).

We start by some result which deals precisely with the boundary of (a general) $\Omega$, but gives no good quantitative information to be inherited by functions approximating the solution.

Lemma 4.1. Let $\Omega \subset \mathbb{R}^{N}, N \geq 1$, be open, bounded and convex, and let $v: \bar{\Omega} \rightarrow \mathbb{R}$. Let $(\bar{x}, \bar{y}, \bar{\lambda}) \in \bar{\Omega} \times \partial \Omega \in[0,1]$ be a global maximum of $\mathcal{C}_{v \mid \bar{\Omega} \times \bar{\Omega} \times[0,1]}$. Assume

- if $[\bar{x}, \bar{y}] \subset \partial \Omega$ then

$$
\begin{equation*}
v=\text { const on }[\bar{x}, \bar{y}] ; \tag{4.1}
\end{equation*}
$$

- if $[\bar{x}, \bar{y}] \not \subset \partial \Omega$ then

$$
\begin{equation*}
\mathcal{C}_{v}(\bar{x}, \bar{y}, \lambda)<0 \quad \text { for } \lambda \approx 0^{+} . \tag{4.2}
\end{equation*}
$$

If $(\bar{x}, \bar{y}, \bar{t})$ is a global maximum of $\mathcal{C}_{v \mid \bar{\Omega} \times \bar{\Omega} \times[0,1]}$, then $\mathcal{C}_{v}(\bar{x}, \bar{y}, \bar{t})=0$ or $(\bar{x}, \bar{y}) \in \operatorname{int}(\bar{\Omega} \times \bar{\Omega})$.
In particular, if $\Omega$ is strictly convex, then $\mathcal{C}_{v}(\bar{x}, \bar{y}, \bar{t})=0$ may happen only if $\bar{x}=\bar{y}$ or $\bar{\lambda} \in\{0,1\}$.

Proof. We can assume $\bar{\lambda} \in(0,1)$, otherwise $\mathcal{C}_{v}(\bar{x}, \bar{y}, \bar{\lambda})=0$. Set $\bar{z}:=\bar{\lambda} \bar{x}+(1-\bar{\lambda}) \bar{y}$. If $[\bar{x}, \bar{y}] \subset \partial \Omega$, then $\bar{z} \in \partial \Omega$ and hence $u(\bar{x})=u(\bar{y})=u(\bar{z})$ and $\mathcal{C}_{v}(\bar{x}, \bar{y}, \bar{\lambda})=0$. Thus we can assume $[\bar{x}, \bar{y}] \not \subset \partial \Omega$.

Assume by contradiction that $(\bar{x}, \bar{y}) \in \partial(\bar{\Omega} \times \bar{\Omega})$, thus one among $\bar{x}$ and $\bar{y}$ belongs to $\partial \Omega$; w.l.o.g., say $\bar{y} \in \partial \Omega$. Roughly speaking, by the assumptions $v$ is concave along the segment $[\bar{x}, \bar{y}]$, near $\bar{y}$; by moving $\bar{y}$ a little closer to $\bar{x}$, but keeping their convex combination the same, we expect that this procedure increases the value of $\mathcal{C}_{v}$, which would be an absurd. Let us see this in details.

By (4.2), for some small $\lambda^{*} \in(0, \bar{\lambda}),\left(\lambda^{*} \approx 0\right)$ we have

$$
\mathcal{C}_{v}\left(\bar{x}, \bar{y}, \lambda^{*}\right)<0
$$

Set $\bar{y}^{*}:=\lambda^{*} \bar{x}+\left(1-\lambda^{*}\right) \bar{y},\left(\bar{y}^{*} \approx \bar{y}\right)$ it means

$$
\begin{equation*}
v\left(\bar{y}^{*}\right)>\lambda^{*} v(\bar{x})+\left(1-\lambda^{*}\right) v(\bar{y}) . \tag{4.3}
\end{equation*}
$$

Choose $\mu \in(0,1)$ in such a way $\mu \bar{x}+(1-\mu) \bar{y}^{*}=\bar{\lambda} \bar{x}+(1-\bar{\lambda}) \bar{y}$, that is

$$
\mu:=\frac{\bar{\lambda}-\lambda^{*}}{1-\lambda^{*}} \in(0,1)
$$

notice that $\bar{y}^{*}$, rather than $\bar{y}$, is closer to $\bar{x}$, while $\mu$ maintains the middle combination constant. Moreover (4.3) clearly implies

$$
\mu v(\bar{x})+(1-\mu) v\left(\bar{y}^{*}\right)>\bar{\lambda} v(\bar{x})+(1-\bar{\lambda}) v(\bar{y})
$$

from which $\mathcal{C}_{v}\left(\bar{x}, \bar{y}^{*}, \mu\right)>\mathcal{C}_{v}(\bar{x}, \bar{y}, \bar{\lambda})$, that is the claim.

Remark 4.2. In order to apply the lemma, we notice that (4.2) is equivalent to check

$$
\frac{v(\bar{y}+\lambda(\bar{x}-\bar{y}))-v(\bar{y})}{\lambda}>v(\bar{x})-v(\bar{y}) \quad \text { for } \lambda \approx 0^{+}
$$

Thus it is sufficient to verify

$$
\begin{equation*}
\limsup _{\lambda \rightarrow 0^{+}} \frac{v(\bar{y}+\lambda(\bar{x}-\bar{y}))-v(\bar{y})}{\lambda}>v(\bar{x})-v(\bar{y}) \tag{4.4}
\end{equation*}
$$

or equivalently, if $v \in C^{1}(\bar{\Omega})$

$$
\partial_{\bar{x}-\bar{y}} v(\bar{y}) \equiv \nabla v(\bar{y}) \cdot(\bar{x}-\bar{y})>v(\bar{x})-v(\bar{y})
$$

or similarly

$$
v(\bar{x})<\nabla v(\bar{y}) \cdot(\bar{x}-\bar{y})+v(\bar{y})
$$

Notice that, saying

$$
v(x)<\nabla v(\bar{y}) \cdot(x-\bar{y})+v(\bar{y}) \quad \text { for } x \in \bar{\Omega} \backslash\{\bar{y}\}
$$

means that $v$ lies strictly beneath the plane tangent to $v$ in the boundary point $\bar{y} \in \partial \Omega$.
Remark 4.3. By assuming $v \in C^{1}(\Omega)$ and the stronger assumption (which clearly implies (4.4))

$$
\begin{equation*}
\limsup _{\lambda \rightarrow 0^{+}} \frac{v(\bar{y}+\lambda(\bar{x}-\bar{y}))-v(\bar{y})}{\lambda}=+\infty \tag{4.5}
\end{equation*}
$$

the proof of Lemma 4.1 can be simplified: indeed, in the case $[\bar{x}, \bar{y}] \not \subset \partial \Omega$, being $\bar{y}+\varepsilon(\bar{y}-\bar{x}) \in \Omega$ for $\varepsilon$ small, by exploiting

$$
\mathcal{C}_{v}(\bar{x}, \bar{y}, \bar{\lambda}) \geq \mathcal{C}_{v}(\bar{x}, \bar{y}+\varepsilon(\bar{y}-\bar{x}), \bar{\lambda}) \quad \text { for } \varepsilon \text { small }
$$

we obtain

$$
(1-\bar{\lambda}) \frac{v(\bar{y})-v(\bar{y}+\varepsilon(\bar{y}-\bar{x}))}{\varepsilon} \geq \frac{v(\bar{\lambda} \bar{x}+(1-\bar{\lambda}) \bar{y})-v(\bar{\lambda} \bar{x}+(1-\bar{\lambda}) \bar{y}+\varepsilon(1-\bar{\lambda})(\bar{y}-\bar{x}))}{\varepsilon}
$$

Thus, sending $\varepsilon \rightarrow 0^{+}$, we obtain

$$
-\infty \geq(1-\bar{\lambda}) \nabla v(\bar{\lambda} \bar{x}+(1-\bar{\lambda}) \bar{y}) \cdot(\bar{y}-\bar{x})
$$

being $\bar{\lambda} \bar{x}+(1-\bar{\lambda}) \bar{y} \in \Omega$, we have a contradiction.
We can finally deal with transformations of a functions $u$; notice that we are not requiring $\varphi$ to be monotone nor concave.
Corollary 4.4. Let $\Omega \subset \mathbb{R}^{N}, N \geq 1$, be open, bounded and convex. Let $k \in \mathbb{R}$ and $u$ be a function with

$$
u=k \text { and } \partial_{\nu} u>0 \quad \text { on } \partial \Omega
$$

here $\nu$ is the interior normal vector. Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be such that $\varphi \in C^{1}(\mathbb{R} \backslash\{k\})$ and

$$
\limsup _{t \rightarrow k} \varphi^{\prime}(t)=+\infty
$$

Set $v:=\varphi(u)$. If $(\bar{x}, \bar{y}, \bar{\lambda})$ is a global maximum of $\mathcal{C}_{v \mid \bar{\Omega} \times \bar{\Omega} \times[0,1]}$, then $\mathcal{C}_{v}(\bar{x}, \bar{y}, \bar{\lambda})=0$ or $(\bar{x}, \bar{y}) \in$ $\operatorname{int}(\bar{\Omega} \times \bar{\Omega})$. In particular, if $\Omega$ is strictly convex, then $\mathcal{C}_{v}(\bar{x}, \bar{y}, \bar{t})=0$ may happen only if $\bar{x}=\bar{y}$ or $\bar{\lambda} \in\{0,1\}$.

Proof. Assume $y \in \partial \Omega, x \in \bar{\Omega}$, we want to ensure condition (4.4) (actually, (4.5)). Fixed such points, by $\partial_{\nu(y)} u(y)>0$, we have that also $\partial_{x-y} u(y)>0$ on $\partial \Omega$ (here we use that $[x, y] \not \subset \partial \Omega$, thus $x-y \not \perp \nu$ is pointing inward). Thus

$$
\ell_{x, y}:=\partial_{x-y} u(y)=\lim _{\lambda \rightarrow 0^{+}} \frac{u(y+\lambda(x-y))-u(y)}{\lambda}>0 ;
$$

in particular, $u(y+\lambda(x-y))>u(y)$ for $\lambda$ small. As a consequence, by the mean value theorem for each $\lambda$ small there exists $t(\lambda) \in(u(y+\lambda(x-y)), u(y))$ (and thus $t(\lambda) \rightarrow u(y)=k$ as $\lambda \rightarrow 0$ ) such that

$$
\begin{aligned}
& \limsup _{\lambda \rightarrow 0^{+}} \frac{v(y+\lambda(x-y))-v(y)}{\lambda}=\limsup _{\lambda \rightarrow 0^{+}} \frac{\varphi(u(y+\lambda(x-y)))-\varphi(u(y))}{\lambda} \\
& \quad=\limsup _{\lambda \rightarrow 0^{+}}\left(\varphi^{\prime}(t(\lambda)) \frac{u(y+\lambda(x-y))-u(y)}{\lambda}\right)=+\infty>v(x)-v(y) .
\end{aligned}
$$

This concludes the proof.
We move now to a result which gives better information on the concavity function in a tubular neighborhood of the boundary, whenever this is assumed strongly convex; namely, $v=\varphi(u)$ is shown to be strictly convex near the boundary. We refer to [113, Propositions 2.2, 2.3 and 2.4] (see also [90, Lemmas 2.1 and 2.4], [34, Lemma 4.3], [116, Proposition 3.2]).
Proposition 4.5 ([113]). Let $\Lambda \subset \mathbb{R}^{N}$, $N \geq 1$, be open, bounded, $\partial \Omega \in C^{2, \alpha}$, and strictly convex. Let moreover $v \in C^{1}(\bar{\Lambda})$ be such that

$$
\begin{equation*}
v(x)>\nabla v(y) \cdot(x-y)+v(y) \tag{4.6}
\end{equation*}
$$

$y \in \partial \Lambda$ and $x \in \bar{\Lambda}, x \neq y$. Then all the global maxima of $\mathcal{C}_{v \mid \bar{\Lambda} \times \bar{\Lambda} \times[0,1]}$ lie in int $(\bar{\Lambda} \times \bar{\Lambda})$.
Proposition 4.6 ([113]). Let $\Omega \subset \mathbb{R}^{N}$, $N \geq 1$, be open, bounded, $\partial \Omega \in C^{2, \alpha}$, and strongly convex. Let moreover $u \in C^{1}(\bar{\Omega}) \cap C^{2}\left(\bar{\Omega} \backslash \Omega_{\eta}\right)$ for some $\eta>0$, such that

$$
u>0 \text { in } \Omega, \quad u=0 \text { on } \partial \Omega, \quad \partial_{\nu} u>0 \text { on } \partial \Omega .
$$

Let $\varphi \in C^{2}((0,+\infty), \mathbb{R})$ be such that

$$
\varphi^{\prime \prime}<0<\varphi^{\prime} \text { near } 0, \quad \lim _{t \rightarrow 0^{+}} \varphi^{\prime}(t)=+\infty, \quad \lim _{t \rightarrow 0^{+}} \frac{\varphi(t)}{\varphi^{\prime}(t)}=\lim _{t \rightarrow 0^{+}} \frac{\varphi^{\prime}(t)}{\varphi^{\prime}(t)}=0 .
$$

Set $v=\varphi(u)$. Then there exists $\delta \in(0, \eta)$ such that

$$
\begin{equation*}
D^{2} v(x) \text { is definite negative for } x \in \Omega \backslash \Omega_{\delta} \tag{4.7}
\end{equation*}
$$

and (4.6) holds for $y \in \Omega \backslash \Omega_{\delta}$ and $x \in \Omega, x \neq y$.

In the previous result, $D^{2} v$ denotes the Hessian matrix of $v$. The strategy of application of the previous two results is the following: while $\Omega$ is the domain of reference, $\Lambda$ will be a smaller domain, where the inequality (4.6) holds actually up to the boundary $\partial \Lambda \subset \Omega \backslash \Omega_{\delta}$. Moreover, this information is inherited by $C^{2}$ approximating sequences.

Proposition 4.7 ([113]). Let $\Lambda \subset \mathbb{R}^{N}$, $N \geq 1$, be convex, bounded and satisfying the interior sphere condition. Let moreover $v_{\varepsilon}$ be such that, as $\varepsilon \rightarrow 0, v_{\varepsilon} \rightarrow v$ in $C^{1}(\bar{\Lambda}) \cap C^{2}\left(\bar{\Lambda} \backslash \Lambda_{\eta}\right)$ for some $\eta>0$. Then, for $\varepsilon$ sufficiently small, all the global maxima of $\mathcal{C}_{v_{\varepsilon} \mid \bar{\Lambda} \times \bar{\Lambda} \times[0,1]}$ lie in int $(\bar{\Lambda} \times \bar{\Lambda})$.

We notice that an information of the type (4.7), for some class of problems (requiring, in particular, $p=2, f(x, t) \equiv g(t)$ and $g(0)>0$, such as the semilinear torsion problem) automatically implies the concavity of the solution on the whole domain [39, 86, 119].

Remark 4.8. We make some final comments on the case when $\varphi^{\prime}$ does not blow up in 0 , but can be taken arbitrary large according to $u$ and $\Omega$; see Remark 2.7 for a related framework. We consider $\varphi=\varphi_{r} \in C^{1}([0,+\infty))$ with

$$
\begin{aligned}
& \varphi_{r}^{\prime}>0, \quad \varphi_{r}^{\prime}(0) \rightarrow+\infty \quad \text { as } r \rightarrow+\infty, \\
& \frac{\varphi_{r}^{\prime}(0)}{\varphi_{r}(t)-\varphi_{r}(0)} \rightarrow+\infty \quad \text { as } r \rightarrow+\infty, \text { for any } t>0, \\
& \frac{\varphi_{r}^{\prime}(t)}{\varphi_{r}^{\prime \prime}(t)} \rightarrow 0 \quad \text { as } r \rightarrow+\infty \text { and } t \rightarrow 0 .
\end{aligned}
$$

Some model cases are given by

$$
\begin{equation*}
\varphi_{r}(t)=1-e^{-r t}, \quad \varphi_{r}(t)=\left(t+\frac{1}{r}\right)^{\gamma}, \gamma \in(0,1), \quad \varphi_{r}(t)=\log \left(t+\frac{1}{r}\right) . \tag{4.8}
\end{equation*}
$$

First, looking at the proof of (4.7) in [90, Lemma 2.4, fact 2] we see that, by assuming

$$
\left|\frac{\varphi_{r}^{\prime}(u(x))}{\varphi_{r}^{\prime \prime}(u(x))}\right|
$$

sufficiently small (for $x$ near the boundary and $r \gg 0$ ), we have the claim for some $r$ which depends only on $u$ and $\Omega$. Move now to the proof of Corollary 4.4: let $(\bar{x}, \bar{y}, \bar{\lambda}) \in \bar{\Omega} \times \partial \Omega \times[0,1]$ be the maximum point of $\mathcal{C}_{v}$. If $\bar{x} \in \bar{\Omega} \backslash \Omega_{\delta}$, since by (4.7) $v$ is concave in this strip, $\mathcal{C}_{v}(\bar{x}, \bar{y}, \bar{\lambda})$ would be here nonpositive. Thus we can assume $\bar{x} \in \Omega_{\delta}$, that is $|\bar{x}-\bar{y}|>\delta$. As a consequence

$$
\begin{aligned}
& \limsup _{\lambda \rightarrow 0^{+}} \frac{v(\bar{y}+\lambda(\bar{x}-\bar{y}))-v(\bar{y})}{\lambda}=\limsup _{\lambda \rightarrow 0^{+}} \frac{\varphi_{r}(u(\bar{y}+\lambda(\bar{x}-\bar{y})))-\varphi_{r}(u(\bar{y}))}{\lambda} \\
& \quad=\limsup _{\lambda \rightarrow 0^{+}}\left(\varphi^{\prime}(t(\lambda)) \frac{u(\bar{y}+\lambda(\bar{x}-\bar{y}))-u(\bar{y})}{\lambda}\right)=\varphi_{r}^{\prime}(0) \nabla u(\bar{y}) \cdot(\bar{x}-\bar{y}) .
\end{aligned}
$$

Observed that

$$
\omega_{\delta}:=\min _{y \in \partial \Omega, x \in \bar{\Omega}_{\delta}} \nabla u(y) \cdot(x-y)>0
$$

and that

$$
\varphi_{r}(u(\bar{x}))-\varphi_{r}(u(\bar{y}))=\varphi_{r}(u(\bar{x}))-\varphi_{r}(0) \leq \varphi_{r}\left(\|u\|_{\infty}\right)-\varphi_{r}(0)
$$

by choosing $r$ large such that

$$
\frac{\varphi_{r}^{\prime}(0)}{\varphi_{r}\left(\|u\|_{\infty}\right)-\varphi_{r}(0)}>\frac{1}{\omega_{\delta}}
$$

we obtain

$$
\limsup _{\lambda \rightarrow 0^{+}} \frac{v(\bar{y}+\lambda(\bar{x}-\bar{y}))-v(\bar{y})}{\lambda}>v(\bar{x})-v(\bar{y}) .
$$

Thus, for $r \gg 0$, depending on $u$ and $\Omega$ (smooth, strongly convex), we can state that: if $(\bar{x}, \bar{y}, \bar{\lambda})$ is a global maximum of $\mathcal{C}_{v \mid \bar{\Omega} \times \bar{\Omega} \times[0,1]}$, then $\mathcal{C}_{v}(\bar{x}, \bar{y}, \bar{\lambda})=0$ or $(\bar{x}, \bar{y}) \in \operatorname{int}(\bar{\Omega} \times \bar{\Omega})$.

Anyway, the standard properties, discussed in Section 4.2, which allow to gain concavity principle in the interior of $\Omega$ here do not hold (e.g. for (4.8)), thus we do not further develop here this topic.

### 4.2. Concavity and perturbed concavity in the interior

We deal now with the information on the concavity function in the interior of $\Omega$; here the equation solved by $u$ plays its role. We start by recalling some results on exact concavity, see [88, Theorem 3.1] and [113, Proposition 2.1].

Theorem 4.9. Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be open, bounded and convex, and $v \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be a solution of

$$
-\sum_{i, j} a_{i j}(\nabla v) \partial_{i} \partial_{j} v=b(x, v, \nabla v) \quad \text { in } \Omega .
$$

Assume $a_{i j}$ is uniformly elliptic, that is

$$
\begin{equation*}
\sum_{i, j} a_{i j}(\xi) \eta_{i} \eta_{j} \geq C|\eta|^{2} \quad \text { for each } \xi \in(\nabla v)(\Omega) \text { and } \eta \in \mathbb{R}^{N} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{gathered}
t \in v(\Omega) \mapsto b(x, t, \xi) \text { nonincreasing for } \xi \in(\nabla v)(\Omega), \\
(x, t) \in \Omega \times v(\Omega) \mapsto b(x, t, \xi) \text { jointly harmonic concave for } \xi \in(\nabla v)(\Omega) .
\end{gathered}
$$

Assume moreover one of the following:

- $t \in v(\Omega) \mapsto b(x, t, \xi)$ strictly decreasing for $\xi \in(\nabla v)(\Omega)$,
- $(x, t) \in \Omega \times v(\Omega) \mapsto b(x, t, \xi)$ strictly jointly harmonic concave for $\xi \in(\nabla v)(\Omega)$,
- $a_{i j}$ and $b$ smooth enough, namely $a_{i j} \in C^{1}\left(\mathbb{R}^{N}\right), \nabla_{x} b, \nabla_{\xi} b \in L_{l o c}^{\infty}\left(\Omega \times \mathbb{R} \times \mathbb{R}^{N}\right)$.

Let $(\bar{x}, \bar{y}, \bar{\lambda}) \in \Omega \times \Omega \times[0,1]$ be a maximum of $\mathcal{C}_{v \mid \bar{\Omega} \times \bar{\Omega} \times[0,1]}$. Then

$$
\nabla v(\bar{x})=\nabla v(\bar{y})=\nabla v(\bar{\lambda} \bar{x}+(1-\bar{\lambda}) \bar{y})
$$

$\operatorname{and} \mathcal{C}_{v}(\bar{x}, \bar{y}, \bar{\lambda}) \leq 0$.
Proof. The same result for $b$ strictly decreasing is given in [88, Theorem 3.1] (see also [79, Theorem 3.13]), from whose proof it is clear that $b$ strictly harmonic concave works as well. To deal with the nonstrict case, the problem under $a_{i j} \in C_{l o c}^{1, \alpha}\left(\mathbb{R}^{N}\right), b(\cdot, t, \cdot) \in C_{l o c}^{1, \alpha}\left(\Omega \times \mathbb{R}^{N}\right)$ for some $\alpha \in(0,1)$ has been considered in [90, Lemma 1.5 and Theorem 1.3] and [35, Lemma 3.2], where the proof is based on a perturbation argument (see also [29, proof of Proposition 2.8]). A different and more direct proof, which allows to assume less regularity, has been given in [113, Proposition 2.1] (see also [62, Theorem 2.1]).

We recall now some theorems about perturbed concavity. To state the theorem we will use the following notation: for $u: \Omega \rightarrow \mathbb{R}$ and $b: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ we write

$$
\begin{aligned}
\mathcal{J C}_{b(\cdot, u(\cdot))}(x, y, \lambda) & :=\mathcal{J C}_{b}((x, u(x)),(y, u(y)), \lambda) \\
& =\lambda b(x, u(x))+(1-\lambda) b(y, u(y))-b(\lambda x+(1-\lambda) y, \lambda u(x)+(1-\lambda) u(y)), \\
\mathcal{H C}_{b(\cdot, u(\cdot))}(x, y, \lambda): & =\mathcal{H C}_{b}((x, u(x)),(y, u(y)), \lambda) \\
& =\frac{b(x, u(x)) b(y, u(y))}{\lambda b(y, u(y))+(1-\lambda) b(x, u(x))}-b(\lambda x+(1-\lambda) y, \lambda u(x)+(1-\lambda) u(y)) .
\end{aligned}
$$

The following theorem is given in [29, Lemmas 2.3 and 2.9]; see also [4, Theorems 2.2 and 2.3]. ${ }^{7}$ See Section 6.1 for some comments on the case $\mu=0$.

[^3]Theorem 4.10 ([29]). Let $\Omega \subset \mathbb{R}^{N}$ be convex and open, and let $v \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be a solution of

$$
-\sum_{i, j} a_{i j}(\nabla v) \partial_{i j} v=b(x, v, \nabla v)
$$

with $a_{i j}$ symmetric and uniformly elliptic. Assume that $\mathcal{C}_{v}$ assume a positive interior maximum $(\bar{x}, \bar{y}, \bar{\lambda}) \in \Omega \times \Omega \times[0,1]$, in particular, set $\bar{z}:=\bar{\lambda} \bar{x}+(1-\bar{\lambda}) \bar{y}$, we have $v(\bar{z})<\bar{\lambda} v(\bar{x})+(1-\bar{\lambda}) v(\bar{y})$. Then

$$
\nabla v(\bar{x})=\nabla v(\bar{y})=\nabla v(\bar{z})=: \bar{\xi} .
$$

Assume moreover that $b$ strictly decreases over the interested segment, that is

$$
\partial_{t} b(\bar{z}, t, \bar{\xi}) \leq-\mu<0 \quad \text { for } t \in[v(\bar{z}), \bar{\lambda} v(\bar{x})+(1-\bar{\lambda}) v(\bar{y})] .
$$

Then

$$
\mathcal{C}_{v}(\bar{x}, \bar{y}, \bar{\lambda}) \leq \frac{1}{\mu} \mathcal{H} \mathcal{C}_{b(\cdot, v(\cdot), \bar{\xi})}(\bar{x}, \bar{y}, \bar{\lambda}) \leq \frac{1}{\mu} \mathcal{J C}_{b(\cdot, v(\cdot), \bar{\xi})}(\bar{x}, \bar{y}, \bar{\lambda}) .
$$

Remark 4.11 (Comparison with mid-concavity). It is known that if $v$ is continuous on an open set, then

$$
\mathcal{C}_{v}(x, y, \lambda) \leq 0 \text { for each } \lambda \in[0,1] \Longleftrightarrow \mathcal{C}_{v}\left(x, y, \frac{1}{2}\right) \leq 0 ;
$$

that is, $v$ is concave if and only if it is mid-concave

$$
\mathcal{C}_{v}^{m}(x, y):=\frac{v(x)+v(y)}{2}-v\left(\frac{x+y}{2}\right) \leq 0 .
$$

It is thus possible to develop the above theory with $\lambda$ fixed to $\frac{1}{2}$, as done e.g. in [62, 76, 79], but we use here the full $\mathcal{C}_{v}$, since the statements on the perturbed concavity are stronger. We anyway highlight some differences now.

The arguments of Remark 4.3 still apply, thus Corollary 4.4 holds true. In [62, Theorem 2.1] Theorem 4.9 is shown for $\mathcal{C}^{m}$, but the argument can be extended to $\mathcal{C}$ [113, proof of Proposition 2.1]. See also [76, Theorems 3.4 and 3.5] for a result on viscosity solutions.

Moreover, in [62, Lemma 3.2] (see also [79, Lemma 3.12]), when $v$ negatively explodes on the boundary (that is the case of $v=\log (u)$ ), they provide a tool which ensures that $\mathcal{C}_{v}^{m}$ cannot get positive while approaching the boundary, in the sense: for any $x_{n}, y_{n} \in \Omega$

$$
\begin{equation*}
d\left(\left(x_{n}, y_{n}\right), \partial(\Omega \times \Omega)\right) \rightarrow 0 \Longrightarrow \limsup _{n \rightarrow+\infty} \mathcal{C}_{v}^{m}\left(x_{n}, y_{n}\right) \leq 0 \tag{4.10}
\end{equation*}
$$

To get this result the fact that $\Omega$ is strictly convex and the restriction to $\lambda=\frac{1}{2}$ seem essential.
This information is not necessary when working with exact concavity, since the argument are set on a fixed $\Omega_{\delta}$, where $v=\varphi(u)$ is bounded. On the other hand, this a priori information on the whole $\Omega$ is indeed used for perturbed concavity: thus, to get a perturbed concavity result on $\log (u)$ we need to work with $\mathcal{C}^{m}$; see Theorem 6.7. By [114, Corollary 1], from a bound on $\mathcal{C}_{\log (u)}^{m}$ we can obtain a bound also on $\mathcal{C}_{\log (u)}$ up to doubling the error; this still allows to apply Hyers-Ulam Theorem [72]. See Remark 5.5 for details. A different approach is given in Remark 4.8.

## 5. The approximation argument

We construct now our approximation argument, inspired by $[22,113,116]$. Here we need to deal also with the dependence on $x$. We keep the argument for a general $f=f(x, t)$

$$
\begin{cases}-\Delta_{p} u=f(x, u) & \text { in } \Omega  \tag{5.1}\\ u>0 & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

with some additional assumptions:
(f1) Sub $p$-linearity: $|f(x, t)| \leq C\left(t^{p-1}+1\right)$.
(f2) Hopf boundary lemma holds: for the sake of simplicity we will assume $f(x, t)>0$ for $t>0$, but more general cases could be treated. ${ }^{8}$
(f3) Regularity of solutions, ensured by: $f \in C_{l o c}^{1, \alpha}(\Omega,(0,+\infty)) \cap C_{l o c}^{0, \alpha}(\bar{\Omega},[0,+\infty))$.
Moreover in this Section we require:

- $\Omega$ strongly convex and with $\partial \Omega \in C^{2, \alpha}$,
and
(fs) $|f(x, t)| \leq C\left(1+t^{q-1}\right)$ for some $q \in(0, p-1)$, to ensure coercivity and uniqueness.
We refer to Remark 5.2 for the eigenfunction case $q=p-1$, while to Section 5.1 for the case of $\Omega$ general convex.

We define $F(x, t):=\int_{0}^{t} f(x, \tau) d \tau$. The approximation argument is developed in several steps.
Step 1. First we observe that, under our assumptions - in particular (fs) - actually a positive solution of the problem exists by a global minimization process: see e.g. [95, Theorem 2.1, Section 5.2]. If $p>N$ clearly $u \in C^{0,1-\frac{N}{p}}(\Omega) \subset L^{\infty}(\Omega)$. Assume thus $p \leq N$ (see also Remark 5.2). Set

$$
G(x, t, \xi):=\frac{1}{p}|\xi|^{p}-F(x, t),
$$

$u$ is a minimizer of $v \mapsto \int_{\Omega} G(x, v, \nabla v)$. Thanks to [95, Theorem 3.2, Section 5.3, pag 328], we have that the global minimizer $u$ is in $L^{\infty}(\Omega)$.

Step 2. More generally, by [30, Theorem 2.1] (see also [66, Propositions 1.2 and 1.3]), all the solutions belong to $L^{\infty}(\Omega)$, and thus, being $\partial \Omega \in C^{1, \alpha}$, thanks to [101, Theorem 1] (see also [66, Corollary 1.1]), all the solutions are in $C^{1, \beta}(\bar{\Omega})$ for some $\beta=\beta(p, N) \in(0,1)$; thus uniqueness holds by Lemma A.1. In particular, all the solutions are minima.

Step 3. We already observed that $u \in C^{1, \beta}(\bar{\Omega})$. More precisely, we have

$$
\|u\|_{C^{1, \beta}(\bar{\Omega})} \leq C\left(p, N,\|u\|_{\infty},\|f(\cdot, u)\|_{\infty}, \Omega\right) .
$$

By Hopf Lemma [122, Theorem 5] (see also [116, Lemma A.3], [66, Proposition 2.2]) we have

$$
\partial_{\nu} u>0 \quad \text { on } \partial \Omega ;
$$

thus there exists $\eta>0$ such that

$$
\inf _{\Omega_{\eta}} u>0, \quad \inf _{\Omega \backslash \Omega_{\eta}}|\nabla u|>0 .
$$

We observe that, being $\Omega$ convex, we have $u \in W_{l o c}^{2,2}\left(\Omega \backslash \Omega_{\eta}\right)$ by [78] (see also [95, Section 4.3, Theorem 5.2]). Thus, being $\partial \Omega \in C^{2, \alpha}$ and $f \in C_{l o c}^{0, \alpha}(\bar{\Omega},[0,+\infty))$ we obtain thanks to [95, Section 4.6, Theorem 6.3]

$$
u \in C^{2}\left(\bar{\Omega} \backslash \Omega_{\eta}\right)
$$

We consider moreover $\delta \in(0, \eta)$ sufficiently small to be fixed (see Step 7 ) such that

$$
\Omega_{\eta} \subset \Omega_{\delta} \subset \Omega ;
$$

with smooth boundaries. Similarly, for $k=1 \ldots 5$, we may assume $\Omega_{\delta / k}$ convex and smooth (see Proposition 2.1); notice that we actually can substitute these sets with nicer suitable approximations, if needed.

Step 4. Consider the functional

$$
J(v):=\frac{1}{p} \int_{\Omega}|\nabla v|^{p}-\int_{\Omega} F(x, v)
$$

[^4]to which $u$ is a critical point. We consider a regularization $I_{\varepsilon} \approx J$ defined as follow: let us introduce a function $K=K(t)$ - to be fixed, see Step 8 - such that

- $K \geq 0$, and $K>0$ in $(0,+\infty)$,
- $K \in C^{1}((0,+\infty))$, and $K^{2 / p} \in C_{l o c}^{1, \alpha}((0,+\infty))$,
- $\left|K^{\prime}(t)\right| \leq C\left(1+|t|^{p-1}\right)$ for $t>0$.

Then define, for each $\varepsilon>0$

$$
I_{\varepsilon}(v):=\frac{1}{p} \int_{\Omega}\left(\varepsilon K(v)^{2 / p}+|\nabla v|^{2}\right)^{p / 2}-\int_{\Omega} F(x, v)
$$

clearly $I_{0} \equiv J$. Similarly to $J$, for each $\varepsilon>0$ we gain the existence of $u_{\varepsilon} \in W^{1, p}(\Omega)$, global minimizer of $I_{\varepsilon}$.

Step 4.1. By exploiting the equicoercivity and the fact that $u_{\varepsilon}$ are minima, we obtain for $\varepsilon \in(0,1)$

$$
C\left\|u_{\varepsilon}\right\|_{W_{0}^{1, p}(\Omega)}^{p} \leq I_{\varepsilon}\left(u_{\varepsilon}\right) \leq I_{\varepsilon}(0) \leq I_{1}(0)
$$

thus equibounded, which means that $u_{\varepsilon} \rightharpoonup \bar{u}$ in $W_{0}^{1, p}(\Omega)$. As a consequence, exploiting that $J$ is lower semicontinuous, $J \leq I_{\varepsilon}, u_{\varepsilon}$ are minima, $I_{\varepsilon} \rightarrow J$ (by dominated convergence theorem) and $u$ is a minimum, we obtain

$$
J(\bar{u}) \leq \liminf _{\varepsilon \rightarrow 0} J\left(u_{\varepsilon}\right) \leq \liminf _{\varepsilon \rightarrow 0} I_{\varepsilon}\left(u_{\varepsilon}\right) \leq \liminf _{\varepsilon \rightarrow 0} I_{\varepsilon}(u)=J(u) \leq J(\bar{u})
$$

Being $J(u)=J(\bar{u})$ and the minimum unique, we have $\bar{u}=u$ and thus $u_{\varepsilon} \rightharpoonup u$ in $W_{0}^{1, p}(\Omega)$. Moreover we have, by the above computation, $J\left(u_{\varepsilon}\right) \rightarrow J(u)$ and (by the $p$-subhomogeneous growth) $\int_{\Omega} F\left(x, u_{\varepsilon}\right) \rightarrow \int_{\Omega} F(x, u)$, which together imply $\left\|\nabla u_{\varepsilon}\right\|_{p} \rightarrow\|\nabla u\|_{p}$. Thus we have

$$
u_{\varepsilon} \rightarrow u \quad \text { in } W_{0}^{1, p}(\Omega) .
$$

If $p>N$ we have $W^{1, p}(\Omega) \hookrightarrow C^{0,1-\frac{N}{p}}(\Omega)$, thus $\left\|u_{\varepsilon}\right\|_{C^{0,1-\frac{N}{p}}(\Omega)}$ is equibounded. In the following two steps, hence, we can restrict to $p \leq N$.

Step 4.2. Set

$$
G_{\varepsilon}(x, t, \xi):=\frac{1}{p}\left(\varepsilon K(t)^{2 / p}+|\xi|^{2}\right)^{p / 2}-F(x, t)
$$

$u_{\varepsilon}$ is a minimizer of $v \mapsto \int_{\Omega} G_{\varepsilon}(x, v, \nabla v)$. Due to the assumptions on $K$, by [95, Theorem 3.2, Section 5.3, pag 328] we have that the minimizers $u_{\varepsilon}$ are in $L^{\infty}(\Omega)$ for $\varepsilon \in(0,1)$. More precisely

$$
\left\|u_{\varepsilon}\right\|_{\infty} \leq C\left(\left\|u_{\varepsilon}\right\|_{p^{*}}, p, \operatorname{meas}(\Omega)\right)
$$

thus, by Step 4.1, they are equibounded. As a consequence

$$
F\left(x, u_{\varepsilon}\right) \leq C_{1}, \quad K\left(u_{\varepsilon}\right) \leq C_{2} \quad \text { in } \Omega
$$

for suitable $C_{1}, C_{2}>0$.
Step 4.3. By Step 4.2 we have

$$
\frac{1}{p}|\xi|^{p}-C \leq G_{\varepsilon}(x, t, \xi) \leq C|\xi|^{p}+C
$$

for $|t| \leq \sup _{\varepsilon}\left\|u_{\varepsilon}\right\|_{\infty}$, which by [54, Theorem 3.1] directly implies that the minimizers $u_{\varepsilon}$ are Hölder continuous. To obtain a more explicit equibound, we see $u_{\varepsilon}$ as solutions of the equation

$$
-\operatorname{div}_{\xi}\left(\left(\nabla_{\xi} G_{\varepsilon}\right)\left(x, u_{\varepsilon}, \nabla u_{\varepsilon}\right)\right)+\left(\partial_{t} G_{\varepsilon}\right)\left(x, u_{\varepsilon}, \nabla u_{\varepsilon}\right)=0 \quad \text { in } \Omega
$$

that is

$$
-\operatorname{div}\left(A^{\varepsilon}\left(u_{\varepsilon}, \nabla u_{\varepsilon}\right)\right)=f_{\varepsilon}\left(x, u_{\varepsilon}, \nabla u_{\varepsilon}\right) \quad \text { in } \Omega
$$

where

$$
A^{\varepsilon}(t, \xi):=\left(\varepsilon K(t)^{2 / p}+|\xi|^{2}\right)^{\frac{p-2}{2}} \xi
$$

$$
f_{\varepsilon}(x, t, \xi):=f(x, t)-\frac{\varepsilon}{p}\left(\varepsilon+|\xi|^{2} K(t)^{-2 / p}\right)^{\frac{p-2}{2}} K^{\prime}(t) .
$$

We can thus apply [95, Theorem 4.1, Section 5.4] (see also [121, Corollary 4.2], [30, Theorem 2.3]) and obtain the existence of a $\beta_{0}=\beta_{0}\left(p, K, \sup _{\varepsilon}\left\|u_{\varepsilon}\right\|_{\infty}\right) \in(0,1)$ and $C=C\left(p, K, \sup _{\varepsilon}\left\|u_{\varepsilon}\right\|_{\infty}, \delta\right)$, such that

$$
\left\|u_{\varepsilon}\right\|_{C^{0, \beta_{0}}\left(\overline{\Omega_{\delta / 5}}\right)} \leq C
$$

we can assume $\beta_{0}<\beta .{ }^{9}$
Step 4.4. By exploiting the convergence in Step 4.1 and the uniform estimate in Step 4.3 (or at the end of Step 4.1), we obtain

$$
u_{\varepsilon} \rightarrow u \quad \text { in } C^{0, \beta}\left(\overline{\Omega_{\delta / 5}}\right)
$$

By this convergence and Step 3, there exists $C=C(\delta)$ such that

$$
\frac{1}{C} \leq u_{\varepsilon} \leq C \quad \text { in } \Omega_{\delta / 4}
$$

for $\varepsilon$ small. As a consequence

$$
\frac{1}{C_{1}} \leq F\left(x, u_{\varepsilon}\right) \leq C_{1}, \quad \frac{1}{C_{2}} \leq K\left(u_{\varepsilon}\right) \leq C_{2} \quad \text { in } \Omega_{\delta / 4}
$$

for suitable $C_{1}, C_{2}>0$.
Step 5. Set $a_{i j}^{\varepsilon}(t, \xi):=\partial_{\xi_{j}} A_{i}^{\varepsilon}(t, \xi)$, and assumed $\partial_{t} K\left(u_{\varepsilon}\right) \leq C_{2}$, by Step 4.3 and Step 4.4 we can apply [49, 120] (see also [101], [95, Section 4.6]) to get the existence of $\beta_{2} \in(0,1)$ such that $u_{\varepsilon} \in C^{1, \beta_{2}}(\Omega)$ and

$$
\left\|u_{\varepsilon}\right\|_{C^{1, \beta_{2}}\left(\overline{\Omega_{\delta / 3}}\right)} \leq C
$$

here $\beta_{2}=\beta_{2}\left(\|u\|_{\infty},\|f(\cdot, u)\|_{\infty}, C_{2}, p\right)$ and $C=C\left(\delta,\|u\|_{\infty},\|f(\cdot, u)\|_{\infty}, C_{2}, p\right)$. We can assume $\beta_{2} \leq \beta$ and $\beta_{2}<\alpha$. By Ascoli-Arzelà theorem,

$$
u_{\varepsilon} \rightarrow u \quad \text { in } C^{1, \beta_{2}}\left(\overline{\Omega_{\delta / 3}}\right)
$$

By this convergence and Step 3,

$$
\inf _{\Omega \backslash \Omega_{\eta}}\left|\nabla u_{\varepsilon}\right|>0, \quad \sup _{\Omega_{\delta / 3}}\left|\nabla u_{\varepsilon}\right| \leq C^{\prime}
$$

for $\varepsilon>0$ small.
Step 6. By [95, Section 4.6, Theorem 6.4] we conclude that there exists $\beta_{3} \in(0,1), \beta_{3}=$ $\beta_{3}\left(C_{1}, C_{2}, \alpha, \delta\right)$, such that

$$
u_{\varepsilon} \in C^{2, \beta_{3}}\left(\Omega_{\delta / 3}\right)
$$

we can assume $\beta_{3} \leq \beta_{2}$. Moreover

$$
\left\|u_{\varepsilon}\right\|_{C^{2, \beta_{3}}\left(\overline{\Omega_{\delta / 2}} \backslash \Omega_{\delta}\right)} \leq C
$$

for some $C=C\left(C_{1}, C_{2}, \alpha, \delta\right)$. From which, by Ascoli-Arzelà theorem, we obtain

$$
u_{\varepsilon} \rightarrow u \quad \text { in } C^{1}\left(\overline{\Omega_{\delta / 2}}\right) \cap C^{2}\left(\overline{\Omega_{\delta / 2}} \backslash \Omega_{\delta}\right)
$$

Step 7. Let us consider an invertible transformation $\varphi=\varphi(t) \in C_{l o c}^{2, \alpha}((0,+\infty))$, such that

$$
\lim _{t \rightarrow 0^{+}} \varphi^{\prime}(t)=+\infty, \quad \varphi^{\prime \prime}<0<\varphi^{\prime} \text { near } 0, \quad \lim _{t \rightarrow 0^{+}} \frac{\varphi(t)}{\varphi^{\prime}(t)}=\lim _{t \rightarrow 0^{+}} \frac{\varphi^{\prime}(t)}{\varphi^{\prime \prime}(t)}=0
$$

Notice that $\varphi^{-1}: \mathbb{R} \rightarrow(0,+\infty)$, but we are not requiring $\varphi$ to be positive, nor well defined in 0 .
Step 7.1. Set $v:=\varphi(u)$, from the estimate in Step 4 we get

$$
\frac{1}{C^{\prime}} \leq v \leq C^{\prime} \quad \text { in } \Omega_{\delta / 4}
$$

[^5]where $C^{\prime}=C^{\prime}(\delta)$. Moreover, since $u \in C(\bar{\Omega})$, together with $u>0$ in $\Omega, u=0$ on $\partial \Omega$ and $\partial_{\nu} u>0$ on $\partial \Omega$, by Corollary 4.4 we obtain that $\mathcal{C}_{v}$ cannot attain a maximum (over $\bar{\Omega} \times \bar{\Omega} \times[0,1]$ ) on $\partial(\Omega \times \Omega) \times[0,1] .{ }^{10}$

Moreover, since $u \in C^{1}(\bar{\Omega}) \cap C^{2}\left(\bar{\Omega} \backslash \Omega_{\eta}\right)$ by Step 3, and applying Proposition 4.6, we obtain that, for $\delta$ sufficiently small,

$$
\begin{cases}D^{2} v<0 & \text { in } \Omega \backslash \Omega_{\delta},  \tag{5.2}\\ v(x)-v\left(x_{0}\right)<\nabla v\left(x_{0}\right) \cdot\left(x-x_{0}\right) & \text { for each } x_{0} \in \Omega \backslash \Omega_{\delta}, x \in \Omega \backslash\left\{x_{0}\right\} .\end{cases}
$$

Step 7.2. Set $v_{\varepsilon}:=\varphi\left(u_{\varepsilon}\right)$. From the estimate in Step 4 and 7.1 we get

$$
\frac{1}{C^{\prime}} \leq v_{\varepsilon} \leq C^{\prime} \quad \text { in } \Omega_{\delta / 4}, \quad\left|\nabla v_{\varepsilon}\right| \leq C^{\prime \prime} \quad \text { in } \Omega_{\delta / 3}
$$

for some $C^{\prime}=C^{\prime}(\delta)>0$ and $C^{\prime \prime}=C^{\prime \prime}(\delta)>0$; this, combined with the convergence in Step 6, gives

$$
v_{\varepsilon} \rightarrow v \quad \text { in } C^{1}\left(\overline{\Omega_{\delta / 2}}\right) \cap C^{2}\left(\overline{\Omega_{\delta / 2}} \backslash \Omega_{\delta}\right)
$$

Thanks to Proposition 4.7, $\mathcal{C}_{v_{\varepsilon}}$ cannot attain its positive maximum (over $\overline{\Omega_{\delta / 2}} \times \overline{\Omega_{\delta / 2}} \times[0,1]$ ) on $\partial\left(\Omega_{\delta / 2} \times \Omega_{\delta / 2}\right) \times[0,1]$, for $\varepsilon$ small.

Step 8. Let us consider now the equation satisfied by $v_{\varepsilon}$. Call $\psi:=\varphi^{-1}$, we have $u_{\varepsilon}=\psi\left(v_{\varepsilon}\right)$.
We make the following choice

$$
K(\psi(t)) \equiv\left(\psi^{\prime}(t)\right)^{p}
$$

i.e. $K(t):=\frac{1}{\left(\varphi^{\prime}(t)\right)^{p}}$. With this choice, set

$$
H_{\varepsilon}(\xi):=\left(\varepsilon+|\xi|^{2}\right)^{p / 2}
$$

we have

$$
-\operatorname{div}\left(\left(\nabla H_{\varepsilon}\right)\left(\nabla v_{\varepsilon}\right)\right)=B_{\varepsilon}\left(x, v_{\varepsilon}, \nabla v_{\varepsilon}\right)
$$

where

$$
B_{\varepsilon}(x, t, \xi):=p \frac{f(x, \psi(t))}{\left(\psi^{\prime}(t)\right)^{p-1}}+p H_{\varepsilon}(\xi)^{\frac{p-2}{p}}\left((p-1)|\xi|^{2}-\varepsilon\right) \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)} .
$$

To discuss the properties of $B_{\varepsilon}$, we notice that $(p-1)|\xi|^{2}-\varepsilon$ has a variable sign when $\varepsilon \neq 0$. We thus simplify the argument by choosing ${ }^{11}$

$$
\begin{equation*}
f(x, t) \equiv h(x, t) g(t)+k(x, t) \tag{5.3}
\end{equation*}
$$

where $g$ and $\psi$ are related by

$$
\begin{equation*}
\frac{g(\psi(t))}{\left(\psi^{\prime}(t)\right)^{p-1}}=\frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)} \tag{5.4}
\end{equation*}
$$

that is (up to additive constants and positive multiplicative constants) $\varphi(t)=\int_{1}^{t}(G(s))^{-\frac{1}{p}} d s$, where we are assuming

$$
G(s):=\int_{0}^{s} g(\tau) d \tau>0 \quad \text { for } s>0
$$

Moreover we assume ${ }^{12}$

$$
h(x, t)>0 \text { for } t>0, x \in \Omega ;
$$

notice that, differently from $f$, we do not require $h$ to be finite in $t=0$. Thus $B_{\varepsilon}$ takes the form

$$
B_{\varepsilon}(x, t, \xi)=p \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}\left(h(x, \psi(t))+H_{\varepsilon}(\xi)^{\frac{p-2}{p}}\left((p-1)|\xi|^{2}-\varepsilon\right)\right)+p \frac{k(x, \psi(t))}{\left(\psi^{\prime}(t)\right)^{p-1}} .
$$

[^6]
## Discussions on the assumptions.

We discuss now some properties of the right-hand side $B_{\varepsilon}$. We are interested only in

$$
(x, t, \xi) \in \Omega_{\delta / 2} \times \in v_{\varepsilon}\left(\Omega_{\delta / 2}\right) \times \nabla v_{\varepsilon}\left(\Omega_{\delta / 2}\right)
$$

where $t \in v_{\varepsilon}\left(\Omega_{\delta / 2}\right) \in\left[\frac{1}{C^{\prime}}, C^{\prime}\right]$ while $\left|\nabla v_{\varepsilon}\left(\Omega_{\delta / 2}\right)\right| \in\left[-C^{\prime \prime}, C^{\prime \prime}\right]$ (for $\varepsilon$ small) thanks to Step 7.2.
For these values of $(x, t, \xi)$ we have

$$
h(x, \psi(t))+H_{\varepsilon}(\xi)^{\frac{p-2}{p}}\left((p-1)|\xi|^{2}-\varepsilon\right)>0
$$

for $\varepsilon$ small. Actually we will require

$$
\Theta+H_{\varepsilon}(\xi)^{\frac{p-2}{p}}\left((p-1)|\xi|^{2}-\varepsilon\right)>0
$$

for some

$$
\begin{equation*}
0<\Theta<\inf _{\Omega_{\delta / 2} \times \in\left[\frac{1}{C^{\prime}}, C^{\prime}\right]} h(x, \psi(t)) \tag{5.5}
\end{equation*}
$$

to be fixed (independent on $\varepsilon$ ) and $\varepsilon>0$ sufficiently small. In particular, we can rewrite $B_{\varepsilon}$ as

$$
B_{\varepsilon}(x, t, \xi)=p \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}\left(\Theta+H_{\varepsilon}(\xi)^{\frac{p-2}{p}}\left((p-1)|\xi|^{2}-\varepsilon\right)\right)+p(h(x, \psi(t))-\Theta) \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}+p \frac{k(x, \psi(t))}{\left(\psi^{\prime}(t)\right)^{p-1}} .
$$

- Positivity. If we assume

$$
\frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)} \geq 0, \quad \frac{k(x, \psi(t))}{\left(\psi^{\prime}(t)\right)^{p-1}} \geq 0
$$

then

$$
\begin{equation*}
B_{\varepsilon}(x, t, \xi) \geq 0 \tag{5.6}
\end{equation*}
$$

strict, if one of the two above is strict.

- Monotonicity. If we assume

$$
t \mapsto \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}, \quad t \mapsto \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}(h(x, \psi(t))-\Theta) \quad \text { and } \quad t \mapsto \frac{k(x, \psi(t))}{\left(\psi^{\prime}(t)\right)^{p-1}} \quad \text { nonincreasing, }
$$

then

$$
\begin{equation*}
t \mapsto B_{\varepsilon}(x, t, \xi) \quad \text { nonincreasing; } \tag{5.7}
\end{equation*}
$$

if one of the three above is strictly decreasing, then

$$
\begin{equation*}
t \mapsto B_{\varepsilon}(x, t, \xi) \quad \text { strictly decreasing. } \tag{5.8}
\end{equation*}
$$

If moreover

$$
\partial_{t}\left(\frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}\right) \leq-\tilde{\mu}<0,
$$

for some $\tilde{\mu}>0$, then there exists $\mu=\mu(\delta)>0$ such that

$$
\begin{equation*}
\partial_{t} B_{\varepsilon}(x, t, \xi) \leq-\mu<0 . \tag{5.9}
\end{equation*}
$$

- Concavity. To discuss the harmonic concavity of the sum, we rely on Proposition 2.2. Indeed, if we assume

$$
t \mapsto t^{2} \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}, \quad(x, t) \mapsto t^{2} \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}(h(x, \psi(t))-\Theta) \quad \operatorname{and}(x, t) \mapsto t^{2} \frac{k(x, \psi(t))}{\left(\psi^{\prime}(t)\right)^{p-1}} \quad \text { jointly concave, }
$$

then

$$
(x, t) \mapsto t^{2} B_{\varepsilon}(x, t, \xi) \quad \text { jointly concave. }
$$

If we assume $B_{\varepsilon}$ positive (see (5.6)), by Proposition 2.2 we obtain

$$
\begin{equation*}
(x, t) \mapsto B_{\varepsilon}(x, t, \xi) \quad \text { jointly harmonic concave. } \tag{5.10}
\end{equation*}
$$

Now that the machinery is set on, we can move to the discussions of the main theorems.

Remark 5.1. We observe that, if

$$
f(x, t) \equiv g(t)
$$

monotonicity and harmonic concavity of $B_{\varepsilon}$ are ensured by requiring only

$$
t \mapsto \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)} \quad \text { nonincreasing and harmonic concave. }
$$

A sufficient condition is given in [22] (see also [34, Theorem 4.4], [80, Corollary 2]) which reads as follow:
(i) $G^{1 / p}$ concave,
(ii) $\frac{g}{G}$ harmonic concave.

See [22, Section 4.5] for details. This ensures that $\varphi(t)=\int_{1}^{t}(G(s))^{-\frac{1}{p}} d s$ is concave. We will see that the possibility of $k(x, t)$ of not being zero (see (5.3)) will allow more general cases than [22], even in the autonomous semilinear case (see Corollary 6.6).

Remark 5.2. We comment here the case of the $p$-linear growth of $f$, when it has the particular form

$$
f(x, t)=a(x)|t|^{p-2} t
$$

We show here how to adapt the previous steps to this case.
Step 1 and 4, existence: both existence results for $J$ and $I_{\varepsilon}$ can be made by considering (recall that $\left.a \in L^{\infty}(\Omega)\right)$

$$
\inf \left\{J(u) \mid u \in W_{0}^{1, p}(\Omega), \int_{\Omega} a(x) u^{p}=1\right\}, \quad \inf \left\{I_{\varepsilon}(u) \mid u \in W_{0}^{1, p}(\Omega), \int_{\Omega} a(x) u^{p}=1\right\}
$$

we notice that the functionals are coercive on the subspace where the weighted $p$-norm is prescribed. Thus we can find Lagrange multipliers $\lambda$ and $\lambda_{\varepsilon}$ and solutions $u$ and $u_{\varepsilon}$ (see e.g [14, Theorem 6.3.2]).

Step 2 and 4.1, uniqueness and convergence: we observe that, by compact embeddings, $u_{\varepsilon} \rightharpoonup \bar{u}$ in $W_{0}^{1, p}(\Omega)$ implies $u_{\varepsilon} \rightarrow \bar{u}$ in $L^{p}(\Omega)$, thus (being $a$ bounded) $\int_{\Omega} a(x) u_{\varepsilon}^{p} \rightarrow \int_{\Omega} a(x) \bar{u}^{p}$; in particular, $\int_{\Omega} a(x) \bar{u}^{p}=1$. To get $u=\bar{u}$ we can thus repeat the same arguments, observing that we have uniqueness up to a scaling (thanks to Lemma A.1) and the noninvariant constraint $\int_{\Omega} a(x) u^{p}=1$.

Step 4.2, equiboundedness for the pertubed problem: $u_{\varepsilon}$ satisfies the equation

$$
-\operatorname{div}\left(A^{\varepsilon}\left(u_{\varepsilon}, \nabla u_{\varepsilon}\right)\right)=f_{\varepsilon}\left(x, u_{\varepsilon}, \nabla u_{\varepsilon}\right) \quad \text { in } \Omega
$$

where $A_{\varepsilon}(t, \xi)=\left(\varepsilon K(t)^{2 / p}+|\xi|^{2}\right)^{\frac{p-2}{2}} \xi$ but now

$$
f_{\varepsilon}(x, t, \xi):=\lambda_{\varepsilon} a(x) t^{p-1}-\frac{\varepsilon}{p}\left(\varepsilon+|\xi|^{2} K(t)^{-2 / p}\right)^{\frac{p-2}{2}} K^{\prime}(t)
$$

First, we observe the equiboundedness of the Lagrange multipliers $\lambda_{\varepsilon}$ : indeed, for any positive $\varphi \in W_{0}^{1, p}(\Omega), \lambda_{\varepsilon}$ is given by

$$
\lambda_{\varepsilon}=\frac{1}{\int_{\Omega} a(x) u_{\varepsilon}^{p-1} \varphi}\left(\int_{\Omega} A^{\varepsilon}\left(u_{\varepsilon}, \nabla u_{\varepsilon}\right) \cdot \nabla \varphi+\frac{\varepsilon}{p} \int_{\Omega}\left(\varepsilon+\left|\nabla u_{\varepsilon}\right|^{2} K\left(u_{\varepsilon}\right)^{-2 / p}\right)^{\frac{p-2}{2}} K^{\prime}\left(u_{\varepsilon}\right) \varphi\right)
$$

Assuming, when $p>2, K(t)^{-\frac{p-2}{p}} K^{\prime}(t) \leq 1+t^{\sigma}$ for some $\sigma<\frac{2 N}{N-p}$, since $u_{\varepsilon} \rightarrow u$ in $W_{0}^{1, p}(\Omega)$ and almost everywhere, by exploiting that $u_{\varepsilon}$ and $\nabla u_{\varepsilon}$ are dominated by $L^{p}$ functions, the Young inequality for products and the dominated convergence theorem, we obtain that the right-hand side is bounded.

Next, by assuming, when $p>2, K(t)^{-\frac{p-2}{p}} K^{\prime}(t) \leq 1+t^{\sigma}$ for some $\sigma<\frac{N+p}{N-p}$, we can apply [95, Theorem 7.1, Section 4.7] and get $u_{\varepsilon} \in L^{\infty}(\Omega)$ with

$$
\left\|u_{\varepsilon}\right\|_{\infty} \leq C
$$

where $C=C\left(N, p,|\Omega|,\left\|u_{\varepsilon}\right\|_{p^{*}}\right)$, and thus equibounded.
The above extra conditions on $K$ will be satisfied by our choice of $K$ in Section 6.1.

### 5.1. Proof of general results

We show now that the conclusions of Theorems 1.4 and 1.9 holds in more general cases; we will furnish the statements of general results for the sake of completeness, even if they appear a bit cumbersome.

### 5.1.1. Exact concavity.

First, we observe that, exploiting the boundedness of $\left|\nabla u_{\varepsilon}\right|$ by Step 5 , the equation verified by $v_{\varepsilon}$

$$
-\sum_{i, j} \tilde{a}_{i j}^{\varepsilon}\left(\nabla v_{\varepsilon}\right) \partial_{i j} v_{\varepsilon}=B_{\varepsilon}\left(x, v_{\varepsilon}, \nabla v_{\varepsilon}\right),
$$

where $\tilde{a}_{i j}^{\varepsilon}(\xi):=p\left(\varepsilon+|\xi|^{2}\right)^{\frac{p-4}{2}}\left((p-2) \xi_{i} \xi_{j}+\left(\varepsilon+|\xi|^{2}\right) \delta_{i j}\right)$, is uniformly elliptic.
Then, by assuming (5.8) (or (5.7), notice that the regularity assumed on $f$ implies the one desired) and (5.10), since by Step 6 the solutions verify $v_{\varepsilon} \in C^{2}\left(\Omega_{\delta / 2}\right)$, we can apply Theorem 4.9 to gain that $\mathcal{C}_{v_{\varepsilon}}$ cannot assume maximum in $\Omega_{\delta / 2} \times \Omega_{\delta / 2} \times[0,1]$. Combined with Step 7.2, we see that $\mathcal{C}_{v_{\varepsilon}} \in C\left(\overline{\Omega_{\delta / 2}} \times \overline{\Omega_{\delta / 2}} \times[0,1]\right)$ cannot have a positive maximum, which means that $\mathcal{C}_{v_{\varepsilon}} \leq 0$ on $\Omega_{\delta / 2} \times \Omega_{\delta / 2} \times[0,1]$. By the (pointwise) convergence obtained in Step 4, we obtain that $\mathcal{C}_{v} \leq 0$ on $\Omega_{\delta / 2} \times \Omega_{\delta / 2} \times[0,1]$. This is on the other hand true for any $\delta>0$ (small): this means that $\mathcal{C}_{v} \leq 0$ on $\Omega \times \Omega \times[0,1]$, that is $\varphi(u)$ is concave.

To pass from a smooth, strongly convex domain to a general convex $\Omega$, we make an approximation process (based on the uniqueness and minimality of the solution) as in [22, Section 4.1] (see also [116, Section 5]); we give some details in the case of the eigenfunction. First, being $\Omega$ convex, from [121, Corollary 4.2] (see also [38, Corollary 3.7]) all the solutions belong to $C(\bar{\Omega})$ and thus, being $\partial \Omega \in C^{1, \alpha}$, thanks to [101, Theorem 1] all the solutions are in $C^{1, \beta}(\bar{\Omega})$; thus uniqueness (up to scaling) holds by Lemma A.1. Let now $u \in W_{0}^{1, p}(\Omega) \cap C(\bar{\Omega})$ be the solution on $\Omega$ (obtained by minimization with constraint $\left.\int_{\Omega} a(x) u^{p}=1\right)$ and let $\Omega^{k} \subset \Omega$ be a sequence of smooth strongly convex sets which approximate $\Omega$ in the Hausdorff distance (see Proposition 2.1), and define $J_{k}(v):=$ $\frac{1}{2} \int_{\Omega^{k}}|\nabla v|_{p}^{p}-\int_{\Omega^{k}} a(x) v^{p}$. We consider $u_{k} \in W_{0}^{1, p}\left(\Omega^{k}\right)$ critical points of $J_{k}$ obtained by constrained minimization $\int_{\Omega^{k}} a(x) u_{k}^{p}=1$, and extend $u_{k}$ to $\Omega$ by $u=0$ on $\Omega \backslash \Omega^{k}$.

We clearly have $J_{k}\left(u_{k}\right)=J(u)$, moreover by

$$
\frac{1}{p}\left\|u_{k}\right\|_{W_{0}^{1, p}(\Omega)^{p}} \leq J\left(u_{k}\right)=J_{k}\left(u_{k}\right) \leq J_{k}\left(u_{1}\right) \leq J_{1}\left(u_{1}\right)=J\left(u_{1}\right)
$$

we have that $u_{k} \rightharpoonup \bar{u}$ in $W_{0}^{1, p}(\Omega)$ and strongly in $L^{p}(\Omega)$; in particular $\int_{\Omega} a(x) \bar{u}^{p}=1$.
Let now $\varepsilon_{k}:=2 \sup _{\Omega \backslash \Omega^{k}} u$, and define $v_{k}:=\left(\int_{\Omega^{k}} a(x)\left(u-\varepsilon_{k}\right)_{+}\right)^{-1}\left(u-\varepsilon_{k}\right)_{+}$. Notice that $\varepsilon_{k} \rightarrow 0$, since $\max _{\bar{\Omega} \backslash \Omega^{k}} u=u\left(x_{k}\right)$ with $d\left(x_{k}, \partial \Omega\right) \leq \sup _{x \in \Omega} d\left(x, \Omega_{k}\right) \rightarrow 0$. Since $v_{k} \rightarrow u$ in $W_{0}^{1, p}(\Omega)$ we obtain

$$
J(\bar{u}) \leq \liminf _{k} J\left(u_{k}\right)=\underset{k}{\liminf } J_{k}\left(u_{k}\right) \leq \liminf _{k} J_{k}\left(v_{k}\right)=J(u) \leq J(\bar{u})
$$

from which, by uniqueness of the minimizer, $\bar{u}=u$. As a consequence, if the concavity claim holds for each $u_{k}$, then it is so (by pointwise convergence) also for $u$.

We have thus proved the following result.
Theorem 5.3 (Exact concavity). Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be open, bounded and convex, with $\partial \Omega \in C^{1, \alpha}$, and let $p \in(1,+\infty)$. Let $u$ be a solution of (5.1), and let $f$ and $\varphi$ satisfy (f1)-(f3) (5.3), (5.4), and one among (fs) and $f(x, t)=a(x)|t|^{p-2} t$. Assume moreover that (5.7) and (5.10) hold. Then $\varphi(u)$ is concave.

### 5.1.2. Perturbed concavity

Assume (5.9). We assume here

$$
\begin{equation*}
\varphi \in C(\bar{\Omega}) ; \tag{5.11}
\end{equation*}
$$

see Remark 5.5 for more general $\varphi$ unbounded, and Section 6.1 for the logarithmic case.
By Step 7.1 we have that the maximum $\left(x_{0}, y_{0}, \lambda_{0}\right)$ of $\mathcal{C}_{v}$ cannot be attained on the boundary, thus it belongs to $\Omega \times \Omega \times[0,1]$; in particular, there exists $\delta>0$ sufficiently small such that $\left(x_{0}, y_{0}, \lambda_{0}\right) \in \Omega_{\delta / 2} \times \Omega_{\delta / 2} \times[0,1]$. Clearly, $\left(x_{0}, y_{0}, \lambda_{0}\right)$ is also the maximum point over $\overline{\Omega_{\delta / 2}} \times \overline{\Omega_{\delta / 2}} \times[0,1]$.

Let now $\left(x_{\varepsilon}, y_{\varepsilon}, \lambda_{\varepsilon}\right) \in \overline{\Omega_{\delta / 2}} \times \overline{\Omega_{\delta / 2}} \times[0,1]$ be the point of maximum of $\mathcal{C}_{v_{\varepsilon}}$; by Step 7.2, for $\varepsilon>0$ small, it cannot be on the boundary, thus $\left(x_{\varepsilon}, y_{\varepsilon}, \lambda_{\varepsilon}\right) \in \Omega_{\delta / 2} \times \Omega_{\delta / 2} \times[0,1]$. Moreover, by the convergence in Step 7.2, we have $\left(x_{\varepsilon}, y_{\varepsilon}, \lambda_{\varepsilon}\right) \rightarrow\left(x_{0}, y_{0}, \lambda_{0}\right)$; notice that ( $x_{\varepsilon}, y_{\varepsilon}, \lambda_{\varepsilon}$ ), differently from $\left(x_{0}, y_{0}, \lambda_{0}\right)$, depends also on $\delta$. Then, by Theorem 4.10

$$
\nabla v_{\varepsilon}\left(x_{\varepsilon}\right)=\nabla v_{\varepsilon}\left(z_{\varepsilon}\right)=\nabla v_{\varepsilon}\left(y_{\varepsilon}\right)=: \xi_{\varepsilon},
$$

where $z_{\varepsilon}:=\lambda_{\varepsilon} x_{\varepsilon}+\left(1-\lambda_{\varepsilon}\right) y_{\varepsilon}$. By (5.9) in particular we have

$$
\partial_{t} B_{\varepsilon}\left(z_{\varepsilon}, t, \xi_{\varepsilon}\right) \leq-\mu<0 \quad \text { for } t \in\left[v_{\varepsilon}\left(z_{\varepsilon}\right), \lambda_{\varepsilon} v_{\varepsilon}\left(x_{\varepsilon}\right)+\left(1-\lambda_{\varepsilon}\right) v_{\varepsilon}\left(y_{\varepsilon}\right)\right] .
$$

Moreover

$$
\mathcal{C}_{v_{\varepsilon}}\left(x_{\varepsilon}, y_{\varepsilon}, \lambda_{\varepsilon}\right) \leq \frac{1}{\mu} \mathcal{H} \mathcal{C}_{B_{\varepsilon}\left(\cdot, v_{\varepsilon}(\cdot), \xi_{\varepsilon}\right)}\left(x_{\varepsilon}, y_{\varepsilon}, \lambda_{\varepsilon}\right) .
$$

If (5.9) is uniform in $\varepsilon$ (i.e. $\mu$ is uniform), we can pass to the limit and obtain

$$
\mathcal{C}_{v}\left(x_{0}, y_{0}, \lambda_{0}\right) \leq \frac{1}{\mu} \mathcal{H} \mathcal{C}_{B_{0}\left(\cdot, v(\cdot), \xi_{0}\right)}\left(x_{0}, y_{0}, \lambda_{0}\right) .
$$

We need to estimate $\mathcal{H C}_{B_{0}\left(\cdot, v(\cdot), \xi_{0}\right)}\left(x_{0}, y_{0}, \lambda_{0}\right)$. We observe

$$
B_{0}(x, t, \xi)=p \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}\left(h(x, \psi(t))+(p-1)|\xi|^{p}\right)+p \frac{k(x, \psi(t))}{\left(\psi^{\prime}(t)\right)^{p-1}} .
$$

For the sake of simplicity, in this Section we assume ${ }^{13}$

$$
\begin{equation*}
k(x, t) \equiv 0 \quad \text { and } \quad h(x, t) \equiv h(x) . \tag{5.12}
\end{equation*}
$$

We also assume

$$
\begin{equation*}
t \mapsto \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)} \quad \text { harmonic concave } \tag{5.13}
\end{equation*}
$$

and write

$$
\frac{1}{\rho(t)}:=\frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}, \quad b_{\xi}(x):=p\left(h(x)+(p-1)|\xi|^{p}\right) ;
$$

[^7]here $\rho$ is convex and positive for $t>0$, and $b$ is locally bounded and positive. Namely (we omit the subscripts) we have
\[

$$
\begin{aligned}
& \mathcal{H C}_{B_{0}\left(\cdot, v(\cdot), \xi_{0}\right)}(x, y, \lambda) \\
& \quad \equiv \frac{\left.\frac{b(x)}{\rho(v(x))}\right) \frac{b(y)}{\rho(v(y))}}{\lambda \frac{b(y)}{\rho(v(y))}+(1-\lambda) \frac{b(x)}{\rho(v(x))}}-\frac{b(\lambda x+(1-\lambda) y)}{\rho(\lambda v(x)+(1-\lambda) v(y))} \\
& \quad=\frac{1}{\rho(\lambda v(x)+(1-\lambda) v(y))}\left(b(x) b(y) \frac{\rho(\lambda v(x)+(1-\lambda) v(y))}{\lambda b(y) \rho(v(x))+(1-\lambda) b(x) \rho(v(y))}-b(\lambda x+(1-\lambda) y)\right) \\
& \quad \leq \frac{1}{\rho(\lambda v(x)+(1-\lambda) v(y))}\left(\frac{\mathfrak{M}_{\delta, \xi}^{2}}{\mathfrak{m}_{\delta, \xi}} \frac{\rho(\lambda v(x)+(1-\lambda) v(y))}{\lambda \rho(v(x))+(1-\lambda) \rho(v(y))}-\mathfrak{m}_{\xi, \delta}\right) \\
& \quad \leq \frac{1}{\rho(\lambda v(x)+(1-\lambda) v(y))}\left(\frac{\mathfrak{M}_{\delta, \xi}^{2}-\mathfrak{m}_{\delta, \xi}^{2}}{\mathfrak{m}_{\delta, \xi}}\right)
\end{aligned}
$$
\]

where

$$
\mathfrak{m}_{\delta, \xi}:=\min _{x \in \bar{\Omega}_{\delta / 2}} b_{\xi}(x) \quad \mathfrak{M}_{\delta, \xi}:=\max _{x \in \bar{\Omega}_{\delta / 2}} b_{\xi}(x) .
$$

Set moreover (see Step 7)

$$
m_{\delta}:=\min _{x \in \overline{\Omega_{\delta / 2}}} \rho(v(x))=\min _{x \in \overline{\Omega_{\delta / 2}}} \frac{\psi^{\prime}(v(x))}{\psi^{\prime \prime}(v(x))}
$$

we have $m_{\delta}>0$, and thus

$$
\mathcal{H C}_{B_{0}\left(\cdot, v(\cdot), \xi_{0}\right)}\left(x_{0}, y_{0}, \lambda_{0}\right) \leq \frac{1}{m_{\delta}}\left(2+\frac{\mathfrak{M}_{\delta, \xi}-\mathfrak{m}_{\delta, \xi}}{\mathfrak{m}_{\delta, \xi}}\right)\left(\mathfrak{M}_{\delta, \xi}-\mathfrak{m}_{\delta, \xi}\right) ;
$$

therefore

$$
\mathcal{C}_{v}\left(x_{0}, y_{0}, \lambda_{0}\right) \leq \frac{1}{\mu} \frac{p}{m_{\delta}}\left(2+\frac{\mathfrak{M}_{\delta}-\mathfrak{m}_{\delta}}{\mathfrak{m}_{\delta}}\right)\left(\mathfrak{M}_{\delta}-\mathfrak{m}_{\delta}\right)
$$

where

$$
\mathfrak{m}_{\delta}:=\min _{x \in \overline{\Omega_{\delta / 2}}} h(x), \quad \mathfrak{M}_{\delta}:=\max _{x \in \overline{\Omega_{\delta / 2}}} h(x)
$$

(notice indeed that $\mathfrak{M}_{\delta, \xi}-\mathfrak{m}_{\delta, \xi}=\mathfrak{M}_{\delta}-\mathfrak{m}_{\delta}$ and that $\mathfrak{m}_{\delta, \xi} \geq \mathfrak{m}_{\delta}$ ). This means

$$
\begin{equation*}
\mathcal{C}_{v} \leq \frac{1}{\mu} \frac{p}{m_{\delta}}\left(2+\frac{\mathfrak{M}_{\delta}-\mathfrak{m}_{\delta}}{\mathfrak{m}_{\delta}}\right)\left(\mathfrak{M}_{\delta}-\mathfrak{m}_{\delta}\right) \quad \text { in } \bar{\Omega} \times \bar{\Omega} \times[0,1] . \tag{5.14}
\end{equation*}
$$

Additionally, if $h \in L^{\infty}(\Omega)$ and $\inf _{\Omega} h>0$, then the maximum and minimum of $h$ on $\Omega_{\delta}$ can be estimated with the ones in $\Omega$, that we call respectively $\mathfrak{M}$ and $\mathfrak{m}$

$$
\mathcal{C}_{v} \leq \frac{1}{\mu} \frac{p}{m_{\delta}}\left(2+\frac{\mathfrak{M}-\mathfrak{m}}{\mathfrak{m}}\right)(\mathfrak{M}-\mathfrak{m}) \quad \text { in } \bar{\Omega} \times \bar{\Omega} \times[0,1] ;
$$

notice that $\mathfrak{M}-\mathfrak{m}=\operatorname{osc}(h)$. Moreover, if $h \in W^{1, \infty}(\Omega)$ then

$$
\mathcal{C}_{v} \leq \frac{1}{\mu} \frac{p}{m_{\delta}}\left(2+\frac{\operatorname{diam}(\Omega)|\nabla h|_{\infty}}{\mathfrak{m}}\right) \operatorname{diam}(\Omega)|\nabla h|_{\infty} \quad \text { in } \bar{\Omega} \times \bar{\Omega} \times[0,1] .
$$

Theorem 5.4 (Perturbed concavity). Let $\Omega \subset \mathbb{R}^{N}$, $N \geq 2$, be bounded, strongly convex and with $\partial \Omega \in C^{2, \alpha}$, and let $p \in(1,+\infty)$. Let $u$ be a solution of (5.1), and let $f$ and $\varphi$ satisfy (f1)-(f3) (5.3), (5.4), and (fs). Assume moreover that (5.9) ( $\mu$ uniform in $\varepsilon$ ), (5.11), (5.12), (5.13) hold. Then $v=\varphi(u)$ satisfies (5.14).

Remark 5.5. Consider the case $\varphi$ negatively unbounded in the origin (e.g. the logarithm), i.e.

$$
\lim _{t \rightarrow 0} \varphi(t)=-\infty .
$$

Assume $\Omega$ strictly convex and with smooth boundary. By [62, Lemma 3.2] we have that the midconcavity function $\mathcal{C}_{v}^{m}$ is nonpositive near the boundary (in the sense of (4.10)), thus it is bounded from above. If $\mathcal{C}_{v}^{m} \leq 0$ we are done, otherwise it admits a (positive) maximum point ( $x_{0}, y_{0}$ ) $\in \Omega \times \Omega$. Then we argue as in the general case (essentially with $\lambda_{0}=\frac{1}{2}$, by adapting Theorem 4.10 to $\mathcal{C}_{v}^{m}$ ) and obtain

$$
\mathcal{C}_{v}^{m} \leq \frac{1}{\mu} \frac{p}{m_{\delta}}\left(2+\frac{\mathfrak{M}_{\delta}-\mathfrak{m}_{\delta}}{\mathfrak{m}_{\delta}}\right)\left(\mathfrak{M}_{\delta}-\mathfrak{m}_{\delta}\right) \quad \text { in } \bar{\Omega} \times \bar{\Omega} .
$$

By [114, Corollary 1] we can estimate the concavity function in terms of the mid-concavity function up to a factor 2 , that is

$$
\mathcal{C}_{v} \leq \frac{2}{\mu} \frac{p}{m_{\delta}}\left(2+\frac{\mathfrak{M}_{\delta}-\mathfrak{m}_{\delta}}{\mathfrak{m}_{\delta}}\right)\left(\mathfrak{M}_{\delta}-\mathfrak{m}_{\delta}\right) \quad \text { in } \bar{\Omega} \times \bar{\Omega} \times[0,1] .
$$

To this relation we can apply Hyers-Ulam Theorem [72] (as in Remark 1.11).
We observe that this argument cannot be applied to the case of eigenfunctions (and logarithmic transformation): indeed, in this case $\mu=0$ and the above estimate cannot be set. See Section 6.1 for a different approach. On the other hand, different problems could be treated in this way, such as showing that the solutions of suitable perturbations of the eigenfunction equation, e.g.

$$
f(x, u)=a(x) u^{p-1}+\sigma u^{q},
$$

with $q \in[0, p-1)$ and $\sigma$ small, are almost log-concave; see e.g. [4, Proposition 3.4]. We leave the details to the interested reader. Notice that it is natural to consider, in the choice of the transformation, the biggest power, which in this case is $p-1$ (see Corollary 6.6 and [106]).

## 6. Applications

As we saw in Theorems 5.3 and 5.4, the machinery of the previous Sections allows to treat the case of a general $g$ (in the spirit of $[22,113]$, see Remark 5.1 and Corollary 6.6 below); we focus here our attention on the case $g(t)=t^{q}$, that is

$$
f(x, t)=a(x) t^{q}
$$

with $q \in(0, p-1]$, and $a(x) \geq 0$. We write $(k \equiv 0)$

$$
f(x, t)=\left(a(x) t^{-q_{1}}\right) t^{q_{2}} \equiv h(x, t) g(t)
$$

with $q=q_{2}-q_{1}, q_{1} \in[0, p-1-q]$ and $q_{2} \in[q, p-1]$. When $q_{2} \neq p-1$, by (5.4) $\varphi$ can be chosen as

$$
\begin{equation*}
\varphi(t)=\zeta t^{\gamma} \tag{6.1}
\end{equation*}
$$

with $\gamma:=\frac{p-1-q_{2}}{p} \in(0,1)$ and $\zeta:=\zeta\left(p, q_{2}\right)=\left(\frac{p-1-q_{2}}{q_{2}+1}\right)^{1 / p}$; for the exact concavity $\zeta>0$ plays no role, while for the perturbed concavity it is involved in the coefficients of the estimate. We leave the logarithmic case $q_{2}=p-1$ for later, see Remark 6.1. By (6.1) we have $\psi(t)=\frac{1}{\zeta^{1 / \gamma}} t^{1 / \gamma}$ and

$$
\frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}=\frac{1-\gamma}{\gamma} \frac{1}{t}
$$

which is positive, decreasing, harmonic concave, and such that $t^{2} \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}=\frac{1-\gamma}{\gamma} t$ is concave. Moreover

$$
\frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}(h(x, \psi(t))-\Theta)=\frac{1-\gamma}{\gamma} \frac{1}{t}\left(\frac{1}{\zeta^{-q_{1} / \gamma}} a(x) t^{-q_{1} / \gamma}-\Theta\right)
$$

where we recall (see (5.5)) that $\Theta$ is chosen in such a way $\frac{1}{\zeta^{-q_{1} / \gamma}} a(x) t^{-q_{1} / \gamma}-\Theta$ is far from zero. In particular the above quantity is always positive. With no loss of generality we discuss monotonicity and concavity of

$$
\kappa(x, t):=\frac{1}{t}\left(a(x) t^{-q_{1} / \gamma}-\tilde{\Theta}\right)
$$

where $\tilde{\Theta}:=\zeta^{-q_{1} / \gamma} \Theta$.
Monotonicity: to met the conditions for (5.9) we compute

$$
\partial_{t} \kappa(x, t)=\frac{1}{t^{2}}\left(-\left(\frac{q_{1}}{\gamma}+1\right) a(x) t^{-q_{1} / \gamma-1}+\tilde{\Theta}\right) ;
$$

by assuming $q_{1}<\gamma$ and $\tilde{\Theta}$ sufficiently small (depending also on $q_{1}, q_{2}, \gamma$ ), we have the claim (both (5.7) and (5.9)). Namely, choosing $\tilde{\Theta}<\frac{1}{2}\left(\frac{q_{1}}{\gamma}+1\right)\left(\inf _{\Omega_{\delta / 2}} a\right)\|v\|_{\infty}^{-q_{1} / \gamma-1}$ (and consequently $\varepsilon$ small), we have

$$
\partial_{t} \kappa(x, t) \leq-\frac{1}{2}\left(\frac{q_{1}}{\gamma}+1\right)\left(\inf _{\Omega_{\delta / 2}} a\right)\|v\|_{\infty}^{-q_{1} / \gamma-1}
$$

and thus

$$
\partial_{t} B_{\varepsilon}(x, t, \xi) \leq-\frac{p}{2} \frac{1-\gamma}{\gamma} \frac{1}{\zeta}\left(\frac{q_{1}}{\gamma}+1\right)\left(\inf _{\Omega_{\delta / 2}} a\right)\|u\|_{\infty}^{-q_{1}-\gamma}=:-\mu .
$$

Concavity: to met the condition for (5.10) we discuss the joint concavity of

$$
(x, t) \mapsto t^{2} \kappa(t)=a(x) t^{1-q_{1} / \gamma}-\tilde{\Theta} t ;
$$

clearly it is sufficient to discuss the joint concavity of

$$
(x, t) \mapsto a(x) t^{1-q_{1} / \gamma} .
$$

We restrict to $q_{1} \in[0, \gamma]$ and assume $x \mapsto a(x) \theta$-concave, for some $\theta \in[0,+\infty]$.
Consider first $q_{1} \in(0, \gamma)$ : we observe that $t \mapsto t^{1-q_{1} / \gamma}$ is $\omega=\frac{\gamma}{\gamma-q_{1}} \in(0,+\infty)$ concave. By Proposition 2.2 we have $(x, t) \mapsto a(x) t^{1-q_{1} / \gamma}$ is jointly $\left(\frac{1}{\theta}+\frac{1}{\omega}\right)^{-1}$-concave. By imposing $\left(\frac{1}{\theta}+\frac{1}{\omega}\right)^{-1}=1$ we get the relation among $p, \theta$ and $\gamma$ :

$$
\gamma=\frac{\theta(p-1-q)}{1+\theta p},
$$

$q_{1}=\frac{p-1-q}{1+\theta p}, q_{2}=\frac{p-1+\theta p q}{1+\theta p}$; in particular, by the restriction $q_{1}<\gamma$, we have $\theta>1$. If now $q_{1}=\gamma$, then $\omega=\infty$ and the product function is concave if $\theta=1$; in this case $\gamma=q_{1}=\frac{p-1-q}{1+p}, q_{2}=\frac{p-1+p q}{1+p}$. If instead $q_{1}=0$, then $\omega=1$ and the product function is concave if $\theta=\infty$ (i.e. $a$ is constant); in this case $\gamma=\frac{p-1-q}{p}, q_{2}=q$. In all the above relations we have that $\gamma>0$ forces $p<q-1$.

Under these assumptions we have (5.10).
Remark 6.1. Consider now $q_{2}=p-1$ (possibly $p<q-1$ ), i.e. $q_{1}=p-1-q$. Then $\varphi(t)=\log (t)$ (up to constants), and $\psi(t)=e^{t}$, thus $\frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}=1$ which is positive, nonincreasing, and concave. Moreover

$$
\frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}(h(x, \psi(t))-\Theta)=a(x) e^{-q_{1} t}-\Theta .
$$

The function is nonincreasing (thus we have (5.7)), but never $\alpha$-concave, $\alpha>0$, if $q_{1} \neq 0$. Thus we assume $q_{1}=0$ (that is, $q_{2}=q=p-1$ ) and hence $\frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}(h(x, \psi(t))-\Theta)=a(x)-\Theta$ which is (jointly) concave if $a(x)$ is so. Again, under these assumptions we have (5.10).

We are now ready to prove the main theorems.
Proof of Theorem 1.4. The conclusion comes from the previous observations and Theorem 5.3.

Proof of Corollary 1.8. Since the problem is linear, we have

$$
-\Delta\left(u_{n}-u\right)=a_{n}(x)-a_{\infty} \quad \text { in } \Omega
$$

with $u_{n}-u=0$ on $\partial \Omega$. It is well known that [52, Theorem 2.30]

$$
\left\|u_{n}-u\right\|_{C^{2, \alpha}} \leq C\left\|a_{n}-a\right\|_{C^{0, \alpha}}
$$

thus, in particular, $u_{n} \rightarrow u$ in $C^{2}(\Omega)$. Hence by Theorem 1.1, Corollary 3.6 and Proposition 2.5 , we have the claim.

Arguing as in Corollary 1.8, a weaker version can be stated also in general convex domains.
Corollary 6.2. Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be open, bounded, convex, and let $p=2$. Consider $\left(a_{n}\right)_{n}: \Omega \rightarrow$ $\mathbb{R}$, and assume that, for some $a_{\infty}>0$ constant

$$
a_{n} \rightarrow a_{\infty} \quad \text { in } C^{0, \alpha}(\Omega) \text { as } n \rightarrow+\infty
$$

Then, for each $\delta>0$, the positive solution $u_{n}$ of (1.6) is such that $u_{n}$ is strongly $\frac{1}{2}$-concave in $\Omega_{\delta}$, for $n \geq n_{0}(\delta) \gg 0$. In particular, for these values of $n$, the level sets of $u_{n}$ are strictly convex in $\Omega_{\delta}$ and $u_{n}$ has a single (and nondegenerate) critical point in $\Omega_{\delta}$.

A weaker version of Corollary 1.8 can be stated also in the quasilinear setting.
Corollary 6.3. Let $\Omega \subset \mathbb{R}^{2}$, be open, bounded, and strictly convex, with $\partial \Omega \in C^{1, \alpha}$, and let $p \in(1,+\infty)$. Consider $\left(a_{n}\right)_{n}: \Omega \rightarrow \mathbb{R}$, equibounded in $C^{0, \alpha}(\Omega), \alpha \in(0,1)$, and assume that, for some $a_{\infty}>0$ constant

$$
a_{n} \rightarrow a_{\infty} \quad \text { in } L^{\infty}(\Omega) \text { as } n \rightarrow+\infty
$$

Then, for any $\varepsilon>0$, the positive solution $u_{n}$ of

$$
\begin{cases}-\Delta_{p} u_{n}=a_{n}(x) & \text { in } \Omega \\ u_{n}=0 & \text { on } \partial \Omega\end{cases}
$$

is such that $u_{n}$ is $\varepsilon$-uniformly $\frac{1}{2}$-concave for $n \geq n_{0}(\varepsilon) \gg 0$.
Proof. By Theorem 1.3 we have that $v_{\infty}=\sqrt{u_{\infty}}$ is strictly concave in $\Omega$. By Hopf boundary lemma [122, Theorem 5], and Corollary 4.4 we observe that, being $\Omega$ strictly convex, $\mathcal{C}_{v_{\infty}}\left(x, y, \frac{1}{2}\right)$ cannot be zero if $|x-y| \geq \varepsilon$. Thus $v_{\infty}$ is strictly concave in $\bar{\Omega}$, and the claim follows by Corollary 3.6 and Proposition 2.6.

We propose now another application of Corollary 3.6, where $a_{2}$ is nonconstant. Similar statements hold for the Examples 1.6.

Corollary 6.4 (Hardy-Hénon type equation). Let $\Omega$ open, bounded and convex be a subset of $\left\{x \in \mathbb{R}^{N} \mid x_{i}>0\right.$ for each $\left.i\right\}, N \geq 2$, and let $p \in(1,+\infty)$. Consider $\omega \in[0,1]$ and the positive solutions $u$ and $v$ of

$$
\left\{\begin{array} { l l } 
{ - \Delta _ { p } u = | x | _ { 2 } ^ { \omega } } & { \text { in } \Omega , } \\
{ u = 0 } & { \text { on } \partial \Omega , }
\end{array} \quad \left\{\begin{array}{ll}
-\Delta_{p} v=|x|_{1}^{\omega} & \text { in } \Omega \\
v=0 & \text { on } \partial \Omega
\end{array}\right.\right.
$$

Then $v^{\frac{p-1}{\omega+p}}$ is concave (strictly, if $p=2$ ) and

$$
\left\|u^{\frac{p-1}{\omega+p}}-v^{\frac{p-1}{\omega+p}}\right\|_{\infty} \leq C\left(\left(N^{\omega}-1\right)\left\|\max \left\{|x|_{2}^{\omega},|x|_{1}^{\omega}\right\}\right\|_{L^{\infty}(\Omega)}\right)^{\kappa_{p^{*}} \frac{1}{\omega+p}}
$$

if $p \geq 2, C=C\left(p, \Omega,\left\|\left.x\right|_{1} ^{\omega}\right\|_{\infty},\left\||x|_{2}^{\omega}\right\|_{\infty}\right)>0$, while

$$
\left\|u^{\frac{p-1}{\omega+p}}-v^{\frac{p-1}{\omega+p}}\right\|_{\infty} \leq C\left(\left(N^{\omega}-1\right)\left\|\max \left\{|x|_{2}^{\omega},|x|_{1}^{\omega}\right\}\right\|_{L^{\infty}(\Omega)}\right)^{\kappa_{2^{*}} \frac{p-1}{\omega+p}}
$$

if $p \leq 2$ and $\partial \Omega \in C^{1, \alpha}, C=C\left(p, \Omega,\left\||x|_{1}^{\omega}\right\|_{C^{0, \omega}},\left\||x|_{2}^{\omega}\right\|_{C^{0, \omega}}\right)>0$. Here $|x|_{1}$ is the 1-norm in $\mathbb{R}^{N}$ and $|x|=|x|_{2}$ is the Euclidean norm. In particular the difference goes to zero as $\omega \rightarrow 0$.

Proof. By the equivalence of the norms in $\mathbb{R}^{N}$ we know that $|x|_{1} \leq N|x|_{2} \leq N^{3 / 2}|x|_{1}$, thus

$$
\left\||x|_{2}^{\omega}-|x|_{1}^{\omega}\right\|_{L^{\infty}(\Omega)} \leq\left(N^{\omega}-1\right)\left\|\max \left\{|x|_{2}^{\omega},|x|_{1}^{\omega}\right\}\right\|_{L^{\infty}(\Omega)} .
$$

The claim comes from Example 1.6 and Corollary 3.6.

Remark 6.5. We notice that, for each $\omega \in(0,1]$, highlighting the dependence on $\omega$, we have that $v_{\omega}^{\frac{p-1}{\omega+p}}$ is concave, and moreover $\left\|v_{\omega}^{\frac{p-1}{\omega+p}}\right\|_{\infty} \leq C$. Thus by [115, Theorem 10.9], up to a subsequence, we have $v_{\omega}^{\frac{p-1}{\omega+p}} \rightarrow \bar{v}$ as $\omega \rightarrow 0$ in $L_{l o c}^{\infty}(\Omega)$, for some $\bar{v}$ concave: by Corollary 6.4 we thus obtain that, up to a subsequence, $u_{\omega}^{\frac{p-1}{\omega+p}}$ converge to a concave function as $\omega \rightarrow 0$.

Proof of Theorem 1.9. The conclusion comes from the observations at the beginning of the Section and Theorem 5.4. In particular, by choosing $q_{1}=0$ we obtain $\left(v=u^{\gamma}\right)$

$$
\mathcal{C}_{u^{\gamma}}\left(x_{0}, y_{0}, \lambda_{0}\right) \leq p \frac{1}{\mu_{a, u}} \frac{1}{m_{\delta, u}}\left(2+\frac{\operatorname{osc}(a)}{\mathfrak{m}_{\delta}}\right) \operatorname{osc}(a)
$$

where $\gamma=\frac{p-1-q}{p}, \zeta=\left(\frac{p-1-q}{q+1}\right)^{1 / p}$ and

$$
m_{\delta, u}:=\frac{\gamma}{1-\gamma} \min \bar{\Omega}_{\delta / 2} u(x), \quad \mathfrak{m}_{\delta}:=\min _{x \in \bar{\Omega}_{\delta / 2}} a(x), \quad \mu_{a, u, \delta}:=\frac{p}{2} \frac{1-\gamma}{\gamma} \frac{1}{\zeta} \mathfrak{m}_{\delta}\|u\|_{\infty}^{-\gamma} .
$$

That is

$$
\mathcal{C}_{u^{\gamma}}\left(x_{0}, y_{0}, \lambda_{0}\right) \leq \zeta\left(\frac{\|u\|_{\infty}}{\min _{\overline{\Omega_{\delta / 2}}} u(x)}\right)^{\gamma}\left(2+\frac{\operatorname{osc}(a)}{\mathfrak{m}_{\delta}}\right) \frac{\operatorname{osc}(a)}{\mathfrak{m}_{\delta}} .
$$

Proof of Corollary 1.10. First we observe that

$$
\left\|a_{n}-a_{\infty}\right\|_{\infty}=O\left(\operatorname{osc}\left(a_{n}\right)\right)
$$

Moreover, we have, by the equiboundedness of $\left\|a_{n}\right\|_{\infty}$ and regularity theory [30, Theorem 2.1], $\left\|u_{n}\right\|_{\infty} \leq C$ and, by Corollary A.3, $\min _{\overline{\Omega_{\delta / 2}}} u_{n} \geq C>0$. The claim thus follows by Theorem 1.9.

As a final result in this Section, we show an application in the case $k \not \equiv 0$ (see (5.3)), which allows to include some cases covered by [88], but not by [22] (see Remark 5.1). Namely, consider

$$
f(x, t) \equiv g(t)+k(t),
$$

and as an example, we focus on

$$
f(x, t)=t^{q}+t^{r}
$$

with $q, r \in[0, p-1)$. We thus have (up to constants) $\varphi(t)=t^{\frac{p-q-1}{p}}$. To gain

$$
t \mapsto \frac{k(\psi(t))}{\left(\psi^{\prime}(t)\right)^{p-1}} \quad \text { nonincreasing, } \quad t \mapsto t^{2} \frac{k(\psi(t))}{\left(\psi^{\prime}(t)\right)^{p-1}} \quad \text { concave, }
$$

we need

$$
t \mapsto t^{\frac{p r-(p-1) q-(p-1)}{p-q-1}} \quad \text { nonincreasing, } \quad t \mapsto t^{\frac{p r-(p+1) q+(p-1)}{p-q-1}} \quad \text { concave, }
$$

which is given by

$$
r \leq q, \quad(p+1) q-p r \leq p-1
$$

Notice that for $p=2$ the second relation gives $3 q-2 r \leq 1$, which actually is the condition to impose in order to have

$$
\begin{equation*}
t \mapsto t^{\gamma} f(t) \quad \text { strictly decreasing, } \quad t \mapsto t^{\frac{3 \gamma-1}{\gamma}} f\left(t^{1 / \gamma}\right) \quad \text { concave, } \tag{6.2}
\end{equation*}
$$

$\gamma=\frac{1-q}{2}$, requested in [88, Theorem 3.3]. We have thus shown the following result.

Corollary 6.6. Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be open, bounded and convex, and let $p \in(1,+\infty)$. Let $q, r \in(0, p-1)$ and $u$ be a positive solution of

$$
\begin{cases}-\Delta_{p} u=u^{q}+u^{r} & \text { in } \Omega, \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

with $r \leq q$ and

$$
(p+1) q-p r \leq p-1
$$

Then $u^{\frac{p-1-q}{p}}$ is concave.
We highlight that it is the bigger exponent who leads the choice of the transformation function. Moreover, it remains open to determinate if the restrictions on $q, r$ in Corollary 6.6 are sharp.

### 6.1. Weighted eigenfunctions

We consider

$$
f(x, t)=a(x)|t|^{p-2} t
$$

The approximation argument has been commented in Remark 5.2, while exact concavity has been considered in Remark 6.1. We give now some insights on perturbed concavity.

When $p=2$ and $\varphi(t)=\log (t)$ the equation solved by $v=\varphi(u)$ is given by

$$
-\Delta v=|\nabla v|^{2}+1 ;
$$

thus even in the semilinear case we see that the main issue is given by the fact that the nonlinearity of the transformed equation does not have a derivative in $t$ far from zero. This problem has been tackled in different ways: in [4, Proposition 3.4] the authors study a perturbed equation, with an additional term which allows to gain the desired assumption on the nonlinearity (see Remark 5.5). In [29, Proposition 2.8] they consider instead an approximation process, by staying far from the boundary; this approach seems a bit heavy to be implemented in a nonregular quasilinear setting, since a double approximation process should be set up. Another possibility is to pass to the parabolic equation, where a trick in time could be employed, see Section 7.4.

Here we propose a different approach, by estimating the concavity function of the transformation

$$
\varphi_{\sigma}(t):=\log (u-\sigma)
$$

in the set where it is well defined, i.e. $\{u>\sigma\}$; notice that, since we cannot ensure the quasiconcavity of $u$, this set is generally not a priori convex. Near the boundary we have instead an information on $\log (u)$. For the sake of simplicity we present the argument for $p=2$, but it can be easily adapted to any $p \in(1,+\infty)$.
Theorem 6.7. Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be open, bounded, $\partial \Omega \in C^{2, \alpha}$, and strictly convex. Then there exists $\sigma_{0}>0$ such that, for each $\sigma \in\left(0, \sigma_{0}\right]$, set

$$
\Lambda_{\sigma}:=\{u>\sigma\}
$$

we have ${ }^{14}$

$$
\mathcal{C}_{\log (u)}^{m}(x, y) \leq \max _{\Lambda_{\sigma} \times \Lambda_{\sigma}} \mathcal{C}_{\log (u)}^{m} \quad \text { for }(x, y) \in(\Omega \times \Omega) \backslash\left(\Lambda_{\sigma} \times \Lambda_{\sigma}\right)
$$

and

$$
\mathcal{C}_{\log (u-\sigma)}(x, y, \lambda)(x, y) \leq \frac{1}{\sigma} C_{a, u, \delta} \operatorname{osc}(a)
$$


${ }^{14}$ Notice that, arguing as in Remark 5.5 we have also

$$
\mathcal{C}_{\log (u)}(x, y, \lambda) \leq 2 \max _{\Lambda_{\sigma} \times \Lambda_{\sigma}} \mathcal{C}_{\log (u)} \quad \text { for }(x, y, \lambda) \in(\Omega \times \Omega) \backslash\left(\Lambda_{\sigma} \times \Lambda_{\sigma}\right) \times[0,1]
$$

Proof. By [62, Lemma 3.2] (see also (4.10)) $\mathcal{C}_{\log (u)}^{m}$ does not attain a maximum near the boundary $\partial(\Omega \times \Omega)$. Thus there exists $\Omega_{\delta_{0}}$ such that

$$
\mathcal{C}_{\log (u)}^{m}(x, y) \leq \max _{\Omega_{\delta_{0}} \times \Omega_{\delta_{0}}} \mathcal{C}_{\log (u)}^{m} \quad \text { for }(x, y) \in(\Omega \times \Omega) \backslash\left(\Omega_{\delta_{0}} \times \Omega_{\delta_{0}}\right)
$$

For $\sigma$ sufficiently small we have $\Omega_{\delta_{0}} \subset \Lambda_{\sigma}$. Consider the transformation $\varphi_{\sigma}:(\sigma,+\infty) \rightarrow\left(-\infty,\|u\|_{\infty}\right]$, $\varphi_{\sigma}(t):=\log (t-\sigma)$, with inverse $\psi_{\sigma}:\left(-\infty,\|u\|_{\infty}\right] \rightarrow(\sigma+\infty)$ given by $\psi_{\sigma}(t)=e^{t}+\sigma$. Set $v_{\sigma}:=\varphi_{\sigma}(u)$. The function $v_{\sigma}$ satisfies

$$
-\Delta v_{\sigma}=\frac{\psi_{\sigma}^{\prime \prime}\left(v_{\sigma}\right)}{\psi_{\sigma}^{\prime}\left(v_{\sigma}\right)}\left|\nabla v_{\sigma}\right|^{2}+\frac{f\left(x, \psi_{\sigma}\left(v_{\sigma}\right)\right)}{\psi_{\sigma}^{\prime}\left(v_{\sigma}\right)}
$$

where $\frac{\psi_{\sigma}^{\prime \prime}(t)}{\psi_{\sigma}^{\prime}(t)} \equiv 1$, which is positive and nonincreasing, and

$$
\frac{f\left(x, \psi_{\sigma}(t)\right)}{\psi_{\sigma}^{\prime}(t)}=a(x) \frac{e^{t}+\sigma}{e^{t}}=a(x)\left(1+\sigma e^{-t}\right)
$$

which is positive and decreasing in $t$. In particular $\partial_{t}\left(\frac{f\left(x, \psi_{\sigma}(t)\right)}{\psi_{\sigma}^{\prime}(t)}\right)=-\sigma a(x) e^{-t}$ and thus

$$
\partial_{t}\left(\frac{f\left(x, \psi_{\sigma}(t)\right)}{\psi_{\sigma}^{\prime}(t)}\right) \leq-\sigma e^{-\|u\|_{\infty}} \mathfrak{m}_{\delta}=:-\mu_{\sigma}<0
$$

which implies, by Theorem 4.10,

$$
\mathcal{C}_{\log (u-\sigma)}(x, y, \lambda)(x, y, \lambda) \leq \frac{1}{\mu_{\sigma}}\left(2+\frac{\operatorname{osc}(a)}{\mathfrak{m}_{\delta}}\right) \operatorname{osc}(a)
$$

for each $[x, y] \subset\{u>\sigma\}$.

### 6.2. Singular equations

We consider now singular equations, that is $q<0 .{ }^{15}$ To deal with this case, we need to introduce a regularized problem (with respect to the source), apply previous results and then pass to the limit. We start by recalling the following result [37, Theorems 1.3 and 1.5] (see therein the definition of solution); see also [38, Theorem 2.2] and [57, Teorema 2.3] for the case $a(x) \equiv 1$ and [20] for the case $p=2$.
Theorem 6.8 ([37]). Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be an open, bounded and $\partial \Omega \in C^{2, \alpha}$, and let $p \in(1,+\infty)$. Assume $q \in(-\infty, 0)$ and $a \in L^{\infty}(\Omega)$. Then there exists a unique solution $u$ of (1.4). If $q \in[-1,0)$ then $u \in W_{0}^{1, p}(\Omega)$, while if $q \in(-\infty,-1)$ then $u^{\frac{p-1-q}{p}} \in W_{0}^{1, p}(\Omega)$.

We focus on the case $a(x) \equiv 1$ and $q \in[-1,0)$. Consider, for any $\eta>0$, the regularized equation

$$
\begin{cases}-\Delta_{p} u_{\eta}=\left(u_{\eta}+\eta\right)^{q} & \text { in } \Omega, \\ u_{\eta}>0 & \text { in } \Omega, \\ u_{\eta}=0 & \text { on } \partial \Omega\end{cases}
$$

so that we have

$$
f(x, t) \equiv g(t)=(t+\eta)^{q} .
$$

In this case, it is hard to deduce concavity properties of powers of $u_{\eta}$, which makes the approach due to [88, 90] difficult to apply. We will base the proof thus on the abstract approach developed here and in [22]. We obtain the following result.

Theorem 6.9. Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be an open, bounded, convex and $\partial \Omega \in C^{2, \alpha}$, and let $p \in(1,+\infty)$. Let $u \in W_{0}^{1, p}(\Omega)$ be the solution of (1.4) with $q \in[-1,0)$ and $a(x) \equiv 1$. Then $u^{\frac{p-1-q}{p}}$ is concave.
${ }^{15}$ We thank Lorenzo Brasco for having brought to our attention this problem.

Proof. By [37, Lemma 4.5 and proof of Theorem 4.6] we have that

$$
u_{\eta} \rightarrow u \quad \text { in } W_{0}^{1, p}(\Omega) ;
$$

in particular almost everywhere and $u_{\eta}$ is dominated.
Assume first $q \in(-1,0)$. We see that $g(t)=(t+\eta)^{q}$ satisfies the assumptions of Section 5.1 (see in particular Remark 5.1), since

$$
G(t)=\frac{(t+\eta)^{q+1}-\eta^{q+1}}{q+1}
$$

and thus, being $q \in(-1,0), G^{1 / p}$ is concave and $\frac{g}{G}$ is harmonic concave (since $\frac{G}{g}$ is convex). Therefore, for each $\eta>0$ we have $\varphi_{\eta}\left(u_{\eta}\right)$ concave, where

$$
\varphi_{\eta}(t):=\int_{1}^{t}\left((s+\eta)^{q+1}-\eta^{q+1}\right)^{-1 / p} d s
$$

we notice that $\varphi_{\eta}$ cannot be expressed in terms of elementary functions. By $u_{\eta} \rightarrow u$ (notice that $\left((s+\eta)^{q+1}-\eta^{q+1}\right)^{-1 / p} \leq s^{-\frac{q+1}{p}}$ ) we have (up to constants)

$$
\varphi_{\eta}\left(u_{\eta}\right) \rightarrow u^{\frac{p-1-q}{p}}
$$

almost everywhere. Thus $u^{\frac{p-1-q}{p}}$ is concave.
Consider now $q=-1$; we have

$$
G(t)=\log (t+\eta)-\log (\eta)
$$

and again $G^{1 / p}$ is concave and $\frac{g}{G}$ is harmonic concave. Therefore, for each $\eta>0$ we have $\varphi_{\eta}\left(u_{\eta}\right)$ concave, where

$$
\varphi_{\eta}(t):=\int_{1}^{t}(\log (s+\eta)-\log (\eta))^{-1 / p} d s
$$

again $\varphi_{\eta}$ does not have an elementary expression. Being (observe that $\frac{\log \left(\frac{1}{\eta}\right)}{\log (s+\eta)-\log (\eta)} \leq C_{t}$ for $s \in(t,+\infty))$

$$
\left(\log \left(\frac{1}{\eta}\right)\right)^{\frac{1}{p}} \varphi_{\eta}(t) \sim t-1 \quad \text { as } \eta \rightarrow 0
$$

we have (up to constants)

$$
\left(\log \left(\frac{1}{\eta}\right)\right)^{\frac{1}{p}} \varphi_{\eta}\left(u_{\eta}\right) \rightarrow u
$$

and hence $u$ is concave (notice $\frac{p-1-q}{p}=1$ when $q=-1$ ).

Remark 6.10. Being $\varphi_{\eta}\left(u_{\eta}\right)$ concave on the bounded set $\Omega$, converging pointwise to $u^{\frac{p-1-q}{p}}$, then a known result [115, Theorem 10.8] automatically implies that $\varphi_{\eta}\left(u_{\eta}\right) \rightarrow u^{\frac{p-1-q}{p}}$ in $L_{\text {loc }}^{\infty}(\Omega)$.

Remark 6.11. (i) The case $q<-1$, among the others, was treated in the semilinear framework $p=2$, in a different way by [15], by dealing with the boundary through a direct use of the equation itself and a maximum principle on the function $x \mapsto|\nabla u|^{2}+\frac{2}{q+1} u^{q+1}$ (see [15, Lemmas 3.1 and 3.3]). In our setting, the range $q<-1$ creates more difficulties for the applicability of the concavity results; in particular $t \mapsto t^{\frac{p-1-q}{p}}$ is no more concave with singular derivative.

We notice that also regularity issues arise when $q<-1$ (see Theorem 6.8 and Proposition 6.12 below). In particular, the solution does not generally belong to $W_{0}^{1, p}(\Omega)$, but $u^{\frac{p-1-q}{p}}$ does, where the power is exact the same of the expected concavity.
(ii) Consider now $a(x)$ nonconstant. To apply the arguments of Section 5.1, the very first thing to check is if $t \mapsto t^{2} \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}$ is concave, which is more difficult than showing $t \mapsto \frac{\psi^{\prime}(t)}{\psi^{\prime \prime}(t)}$ convex (as done in
[22]); both leads to the harmonic concavity of $\frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}$, but in our case we need the above property to deal with sums (see (5.10)). We have

$$
t^{2} \frac{\psi^{\prime \prime}(t)}{\psi^{\prime}(t)}=\left(\varphi^{2} G^{1 / p} \frac{g}{G}\right)(\psi(t))
$$

which seems not easy to handle (recall that, in our case, $\varphi$ and $\psi$ are not explicit).
With the idea of a possible future development (in the directions $a \not \equiv$ const or $q<-1$ ), we recall and show the following results.
Proposition 6.12 (Boundary regularity). Let $\Omega \subset \mathbb{R}^{N}$ be open and bounded. Let $u$ be a solution (1.4). Then the following results hold.

- Case $q \in(-\infty, 0)$ and $a(x) \equiv 1$ : assume $\partial \Omega \in C^{0,1}$. Then $u \in C(\bar{\Omega})$.
- Case $q \in(-1,0)$ and $\inf _{\Omega} a>0$ : assume $\partial \Omega \in C^{2, \alpha}$. Then $u \in C^{1, \alpha}(\bar{\Omega})$.

Proof. The case $q \in(-\infty, 0)$ with $a(x) \equiv$ const is contained in [38, Corollary 2.4]. Focus now on $q \in(-1,0)$; first, we observe that $u \in L^{\infty}(\Omega)$ [20, Lemma 5.5 and Remark 1.1]. Let $\underline{u} \in C^{1, \alpha}(\bar{\Omega})$ be a positive solution of the Dirichlet problem

$$
-\Delta_{p} \underline{u}=\delta \quad \text { in } \Omega
$$

for some $\delta \in(0,1)$ chosen in such a way

$$
\|\underline{u}\|_{\infty} \leq(\inf a)^{-\frac{1}{q}} .
$$

Arguing as in [65, Section 2.3.3, Claim 1] there exists $k>0$ such that

$$
\underline{u}(x) \geq k d(x, \partial \Omega) \quad \text { for } x \in \Omega .
$$

Being by construction

$$
-\Delta_{p} \underline{u}=\delta \leq 1 \leq a(x) \underline{u}^{q}
$$

and $u \in C(\bar{\Omega})$, thanks to the comparison principle [111, Theorem 1.5] we obtain $\underline{u} \leq u$, and thus

$$
u^{q} \leq \underline{u}^{q} \leq k^{q} d^{q} \text {. }
$$

We have thus the claim by [67, Lemma 3.1].
Finally we recall a Hopf boundary lemma. By the unique nearest point property, for a $C^{2}$ domain we can define near the boundary a generalized normal vector as

$$
\nu(x):=\frac{x-\hat{x}}{|x-\hat{x}|}
$$

where $\hat{x}$ is the unique point on $\partial \Omega$ nearest to $x$. By [122, Theorem 5] (see also [116, Lemma A.3]), [36, Theorem 1.2] and [57, Corollario 2.3] we have the following result.

Proposition 6.13 (Hopf boundary Lemma). Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$. Let $u \in C(\bar{\Omega})$ be a solution of (1.4).

- Case $q \in[-1,0)$ and $a \geq 0$ : assume $\Omega$ satisfies the interior ball condition and $u \in C^{1}(\bar{\Omega})$. Then

$$
\partial_{\nu} u(x)>0 \quad \text { for each } x \in \partial \Omega .
$$

Moreover, if $q=-1$ and $a(x) \equiv 1$,

$$
\lim _{x \rightarrow \partial \Omega} \frac{u(x)}{\psi(d(x, \Omega))}=C_{p}
$$

for some constant $C_{p}>0$ depending only on $p$, and $\psi$ is the inverse of $\varphi(t)=\int_{0}^{t}(-\log (\tau))^{-\frac{1}{p}} .{ }^{16}$
${ }^{16}$ Notice that $\log (t)$ is the primitive of $t^{q}$ when $q=-1$.

- Case $q \in(-\infty,-1)$ and $a(x) \equiv 1$ : assume $\partial \Omega \in C^{2, \alpha}$ and $u \in C^{2, \alpha}(\Omega)$. Then there exists $\delta>0$ sufficiently small such that

$$
\partial_{\nu} u(x)>0 \quad \text { for each } x \in \Omega \backslash \Omega_{\delta} .
$$

Moreover

$$
\lim _{x \rightarrow \partial \Omega} \frac{u(x)}{(d(x, \Omega))^{\frac{p}{p-1-q}}}=C_{p, q}
$$

for some explicit constant $C_{p, q}>0$ depending only on $p$ and $q$.

## 7. Further results

In this Section we furnish several results in different frameworks: the techniques mainly rely on perturbation arguments, based on fine estimates.

### 7.1. Superhomogeneous equations

In the superhomogeneous case $f(x, t)=g(t)=t^{q}$ with $q>1$, quasiconcavity was already conjectured by Sacks (see [80, Remark 9]). As for the semilinear case [98, 104], we expect the solutions to be $\frac{p-1-q}{p}$-concave (i.e. $u^{-\frac{q-p+1}{p}}$ is convex) in $\Omega$ for any $q \in\left(p-1, p^{*}-1\right)$; notice that this is weaker than the log-concavity.

When $p=2$ we see that the equation solved by $v=\varphi(u)=-u^{-\frac{q-1}{2}}$ (which we want to show being concave) is

$$
-\Delta v=-\frac{1}{v}\left(\frac{q+1}{q-1}|\nabla v|^{2}+\frac{q-1}{2}\right) ;
$$

thus even in the semilinear case we see that the nonlinearity does not satisfy the basic assumption on the monotonicity of Theorem 4.9, i.e. it is not nonincreasing. Notice anyway that, being negative, it is harmonic concave by direct definition, and moreover $\lim _{t \rightarrow 0} \varphi^{\prime}(t)=+\infty$ (see Corollary 4.4).

The strategy employed by [104] is the following: the author exploits the strong log-concavity of the first eigenfunction to show that for $q$ near 1 the solutions are quasiconcave, while through a continuation argument it is shown to hold for each $q>1$ (when the solution is a ground state). We give details below (see Remark 7.2). We refer also to [98, Lemma 4.8] where an evolutive argument has been used (see also [89, 106]).

We know by [104, Lemma 3] (see also [25, Proposition 4.3]) that when $p=2$ and $q>1, q$ close to 1 , then there exists a unique positive solution when $\Omega$ is bounded and convex. For a general $p>2$, in [26, Corollary 1.4] they recently showed the uniqueness of the positive ground state when $q>p-1$, $q$ close to $p-1$, and $\Omega$ is connected and $\partial \Omega \in C^{1, \alpha}$. In a similar setting, here we show concavity properties of a general solution of the equation, through a uniform convergence. This convergence partially answers also to a question raised in [26, pages 3545 and 3456].

Theorem 7.1. Let $\Omega \subset \mathbb{R}^{N} N \geq 2$, be open, bounded and Lipschitz, and let $p \in(1,+\infty)$. Consider

$$
\begin{cases}-\Delta_{p} u_{q}=u_{q}^{q} & \text { in } \Omega, \\ u_{q}>0 & \text { in } \Omega, \\ u_{q}=0 & \text { on } \partial \Omega,\end{cases}
$$

with $q>p-1, q \rightarrow p-1$. Then $v_{q}:=\frac{u_{q}}{\left\|u_{q}\right\|_{\infty}} \rightarrow u$ in $L^{\infty}(\Omega)$, where $u$ is the first eigenfunction of the $p$-Laplacian in $\Omega$, normalized with $\|u\|_{\infty}=1$.

Assume now $\Omega$ convex. Then $\log (u)$ is concave and

$$
\left\|\log \left(v_{q}\right)-\log (u)\right\|_{\infty} \rightarrow 0 \quad \text { as } q \rightarrow p-1
$$

together with

$$
\log \left(v_{q}\right) \rightarrow \log (u) \quad \text { in } L^{\infty}\left(\Omega_{\delta}\right)
$$

for each $\delta>0$. As a consequence:

- if $N=2$, then for each $\varepsilon>0$ we have $\log \left(u_{q}\right)$ is $\varepsilon$-uniform concave in $\Omega_{\delta}$ for $q \in\left(p-1, q_{0}(\varepsilon, \delta)\right)$.
- if $p=2$, then $\log \left(u_{q}\right)$ is strongly concave in $\Omega_{\delta}$, for $q \in\left(p-1, q_{0}(\delta)\right)$; in particular, the level sets of $u_{q}$ in $\Omega_{\delta}$ are strictly convex and $u_{q}$ has a single (and nondegenerate) critical point in $\Omega_{\delta}$.

Proof. By [121, Corollary 4.2] (see also [38, Corollary 3.7]) we have $u_{q} \in C(\bar{\Omega})$. Set

$$
M_{q}:=\left\|u_{q}\right\|_{\infty}, \quad v_{q}:=\frac{u_{q}}{M_{q}}>0
$$

which solve

$$
\begin{cases}-\Delta_{p} v_{q}=M_{q}^{q-p+1} v_{q}^{q} & \text { in } \Omega  \tag{7.1}\\ v_{q}=0 & \text { on } \partial \Omega\end{cases}
$$

Notice that $\left\|v_{q}\right\|_{\infty}=1$. We want to show that $M_{q}^{q-p+1}$ is equibounded by a blow-up argument. Assume by contradiction that $M_{q}^{q-p+1} \rightarrow+\infty$; let us set

$$
u_{q}^{*}(x):=\frac{1}{M_{q}} u_{q}\left(\varepsilon_{q} x+x_{q}\right), \quad x \in \Omega
$$

where $\varepsilon_{q}:=M_{q}^{-\frac{q-p+1}{p}} \rightarrow 0, x_{q} \in \Omega$ such that $u_{q}\left(x_{q}\right)=\left\|u_{q}\right\|_{\infty}$. We clearly have $u_{q}^{*}(0)=1,\left\|u_{q}^{*}\right\|_{\infty}=1$. Moreover $u_{q}^{*}>0$ solve

$$
\begin{cases}-\Delta_{p} u_{q}^{*}=\left(u_{q}^{*}\right)^{q} & \text { in } \Omega_{q} \\ u_{q}^{*}=0 & \text { on } \partial \Omega_{q}\end{cases}
$$

where $\Omega_{q}:=\frac{1}{\varepsilon_{q}}\left(\Omega-x_{q}\right)$. By [121, Corollary 4.2] and Ascoli-Arzelà theorem we have that $u_{q}^{*}$ is locally equibounded in $C_{l o c}^{0, \alpha}(\Lambda)$ and converges in $L_{l o c}^{\infty}(\Lambda)$ to a function $u^{*} \geq 0$ which satisfies

$$
-\Delta_{p} u^{*}=\left(u^{*}\right)^{p-1} \quad \text { in } \Lambda
$$

where $\Lambda=\mathbb{R}_{+}^{N}$ or $\Lambda=\mathbb{R}^{N}$, depending on the fact that $x_{q}$ approaches or not $\partial \Omega$. Since $u^{*}(0)=1>0$, by the strong maximum principle [122, Theorem 5] we have that $u^{*}>0$. But this is in contradiction with [74, Lemma 2.1]. Thus $M_{q}^{q-p+1}$ is equibounded.

Let us come back to (7.1). Arguing as before, one can show that, up to a subsequence, $v_{q}$ converge in $L^{\infty}(\Omega)$ to some $u$, together with $M_{q}^{q-p+1} \rightarrow \lambda \in \mathbb{R}$, which thus satisfy

$$
\begin{cases}-\Delta_{p} u=\lambda u^{p-1} & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

Being $\|u\|_{\infty}=1$, we have $u \not \equiv 0$, thus $v>0$ by the strong maximum principle. Hence $u$ must coincide with the first eigenfunction, and $\lambda$ with the first eigenvalue. By a classical topological argument, we see that the whole family $v_{q}$ converges to $u$.

The $\varepsilon$-uniform concavity comes from Theorem 1.3 and Proposition 2.6. The case $p=2$ is already known, but let us give here some details: by the uniform estimates with respect to $q$ (see also Remark 7.3 below) and regularity theory for the classical Laplacian [52, Theorem 2.30], we know that $\log \left(u_{q}\right) \rightarrow \log (u)$ in $C^{2}\left(\Omega_{\delta}\right)$. Moreover, by Theorem 1.1 we have the strong concavity of $\log (u)$, and thus the claim by Proposition 2.5.

Remark 7.2. As already mentioned, similarly to the semilinear case, we expect the solutions to be $\frac{p-1-q}{p}$-concave for any $q \in\left(p-1, p^{*}-1\right)$, which is weaker than the log-concavity. Anyway, to conclude as in [104], we would need the following three ingredients:
(i) the first eigenfunction $u$ is strongly log-concave and $v_{q} \rightarrow u$ in $C_{l o c}^{2}(\Omega)$;
(ii) the $\operatorname{map} q \in\left(p-1, p^{*}-1\right) \mapsto u_{q}$ is well defined (that is, $u_{q}$ is unique) and continuous (in $C_{l o c}^{2}$ topology, see also Remark 7.3 below);
(iii) an Hessian constant rank theorem in the spirit of [91] holds, which allows to obtain strict concavity (strongly far from the boundary) from concavity.
At this point the argument would run as follow: ${ }^{17}$ fixed $q_{0} \in\left(p-1, p^{*}-1\right)$, one preliminary shows that $u_{q}$ is $\frac{p-1-q}{p}$-concave in some $\Omega \backslash \Omega_{2 \delta}$, where $\delta>0$ does not depend on $q \in\left(p-1, q_{0}\right)$ (see Remark 7.3 below and the argument in Remark 4.8). Then by (i) one shows that $\log \left(u_{q}\right)$ is strictly concave in $\Omega_{\delta}$ for $q \in(p-1, q(\delta))$, thus $u_{q}$ is strictly $\frac{p-1-q}{p}$-concave in $\Omega_{\delta}$. Then one defines $E:=\left\{q \in\left(p-1, q_{0}\right) \mid u_{q}\right.$ is $\frac{p-1-q}{p}$-concave in $\left.\Omega_{\delta}\right\}$ which satisfies $(p-1, q(\delta)) \subset E$ (in particular, $E \neq \emptyset)$. By contradiction $E \subsetneq\left(p-1, q_{0}\right)$, thus there exists a boundary point $q^{*}$ of $E$ in $\left(p-1, q_{0}\right)$; by using only the continuity of $u \mapsto u_{q}$ in $L_{l o c}^{\infty}$ in (ii) one observes that $q^{*} \in E$. Then, thanks to (iii), $u_{q^{*}}$ is shown to be strictly $\frac{p-1-q^{*}}{p}$-concave in $\Omega_{\delta}$, and strongly in $\Omega_{2 \delta}$. By the absurd assumption there exist $q_{n} \in\left(p-1, q_{0}\right) \backslash E, q_{n} \rightarrow q^{*}$, from which one deduces by the $C_{l o c}^{2}$ continuity in (ii) that $u_{q_{n}}$ is strongly $\frac{p-1-q_{n}}{p}$-concave in $\Omega_{2 \delta}$ for large $n$; but by the choice of $\delta$ it is $\frac{p-1-q_{n}}{p}$-concave in the whole $\Omega_{\delta}$, and this is a contradiction, since $q_{n} \notin E$. By the arbitrariness of $q_{0}$, we have the claim. The concavity can then be further improved again by (iii).

Due to (i)-(iii) this recipe seems not the right way to proceed for the quasilinear framework (see also comments in [23] regarding (iii)).

Remark 7.3. In view of possible developments, we recall the following uniform estimates by [26, Theorems 1.1 and 2.5, Proposition 2.4]: let $u_{q}$ be positive solutions of

$$
\begin{cases}-\Delta_{p} u_{q}=\lambda u_{q}^{q} & \text { in } \Omega \\ u_{q}=0 & \text { on } \partial \Omega\end{cases}
$$

where $\lambda>0$ and $q \in\left(p-1, p^{*}-1\right)$. Assume $\Omega$ to be open and bounded, and fix $q_{0} \in\left(p-1, p^{*}-1\right)$. Then the following properties hold.
(i) There exists $C=C\left(N, p, q_{0}\right)>0$ such that

$$
\left\|u_{q}\right\|_{L^{\infty}(\Omega)} \leq C\left(\lambda^{\frac{N}{p(q+1)}}\left\|u_{q}\right\|_{L^{q+1}(\Omega)}\right)^{\frac{p(q+1)}{p(q+1)-(q-p+1) N}}
$$

for each $q \in\left[p-1, q_{0}\right]$.
(ii) Assume $\Omega$ with $C^{1, \alpha}$ boundary, and let $\lambda=\lambda_{q}$, where

$$
\lambda_{q}:=\inf \left\{\left.\int_{\Omega}|\nabla u|^{p}\left|\int_{\Omega}\right| u\right|^{q+1}=1\right\}
$$

and let $u_{q}$ be a positive minimizer (i.e. a ground state). Then there exists $L, \beta, \delta, \mu_{0}, \mu_{1}$ positive and depending on $N, p, q_{0}, \alpha, \Omega$ such that

$$
\left\|u_{q}\right\|_{C^{1, \beta}(\bar{\Omega})} \leq L, \quad\left|\nabla u_{q}\right| \geq \mu_{0} \quad \text { in } \Omega \backslash \Omega_{\delta}, \quad u_{q} \geq \mu_{1} \quad \text { in } \overline{\Omega_{\delta}}
$$

for each $q \in\left[p-1, q_{0}\right]$. In particular, if $x_{q} \in \bar{\Omega}$ is a maximum point for $u_{q}$, then $x_{q} \in \Omega_{\delta}$ for each $q \in\left[p-1, q_{0}\right]$.
(iii) The set $Z_{q}:=\left\{x \in \Omega \mid \nabla u_{q}(x)=0\right\}$ is compact and with zero measure. Moreover, $u_{q} \in C^{2}\left(\Omega \backslash Z_{q}\right)$. Recall that, when $N=2$ and $\partial \Omega \in C^{2}$, by Theorem 1.3 we have $\# Z_{1}=1$.
(iv) For $q>p-1, q \approx p-1$, the minimizer $u_{q}$ is unique. Assume now that, for $q \in(p-1, \bar{q}) \subset$ $\left(p-1, p^{*}-1\right)$, the minimizer is unique: then the $\operatorname{map} q \in(p-1, \bar{q}) \mapsto u_{q} \in C^{1}(\bar{\Omega})$ is continuous. Indeed by [7] $q \mapsto \lambda_{q}$ is continuous, thus if $q_{n} \rightarrow q_{\infty}$ we have

$$
\int_{\Omega}\left|\nabla u_{\infty}\right|^{p}=\lambda_{q_{\infty}}=\lim _{n} \lambda_{q_{n}}=\lim _{n} \int_{\Omega}\left|\nabla u_{n}\right|^{p}
$$

that is, $u_{n} \rightarrow u_{\infty}$ in $W_{0}^{1, p}(\Omega)$; by the uniform estimates in (i)-(ii) and Ascoli-Arzelà theorem we obtain $u_{n} \rightarrow u$ in $C^{1}(\bar{\Omega})$.

[^8]We highlight that the uniform bound from below on $\left|\nabla u_{q}\right|$ could be used, together with a strict quasiconcavity on $\Omega_{\delta}$ (if proved), to ensure that the critical point of $u_{q}$ is unique and nondegenerate in the whole $\Omega$, somehow extending Theorem 1.3 to the superhomogeneous case. We recall that in the semilinear case $p=2$ [32] (see also [43]) the authors showed that every semistable solution has a unique critical point when $q \leq p-1$ and $a(x) \equiv 1$, but for $q>p-1$ every solution is unstable [84, Theorem 2]. When $q$ is sufficiently close to the critical exponent $p^{*}-1$, anyway, uniqueness of the critical point has been achieved by [58]. We refer also to [117, Theorem 6.1] for results in the quasilinear setting in presence of symmetric domains.

### 7.2. Large $p$ : towards strict quasiconcavity

By [81, Theorem 1], as $p \rightarrow+\infty$ we know that solutions $u_{p}$ of the torsion problem $-\Delta_{p} u_{p}=1$ satisfy

$$
\begin{equation*}
\lim _{p \rightarrow+\infty} u_{p}=d(\cdot, \partial \Omega) \quad \text { in } L^{\infty}(\Omega) \tag{7.2}
\end{equation*}
$$

which is a concave function; this is coherent with $\frac{p-1}{p} \rightarrow 1$. When $\Omega$ is strictly convex we have that the distance function is also strictly quasiconcave (see Proposition 2.1). Moreover, when $\partial \Omega \in C^{2}$ and it is strongly convex, then (7.2) can be improved [81, Theorem 2]. We further mention that some partial concavity results when $p=+\infty$ are contained in [76, Section 4].

For any $p$ we already know that $u_{p}$ is quasiconcave: exploiting the ideas of the previous Sections, the strict quasiconcavity and the uniform convergence (7.2) we obtain the following result (see [63, Definition 2.8]).

Proposition 7.4. Let $\Omega \subset \mathbb{R}^{N}, N \geq 1$, be open and strictly convex. Let $\varepsilon>0$. Then there exists $p_{0}=p_{0}(\varepsilon) \in(1,+\infty)$ such that, for any $p \in\left[p_{0},+\infty\right)$, the positive solution to the torsion problem

$$
\begin{cases}-\Delta_{p} u_{p}=1 & \text { in } \Omega \\ u_{p}=0 & \text { on } \partial \Omega\end{cases}
$$

is $\varepsilon$-uniformly quasiconcave, that is for some $\rho=\rho(\varepsilon, p)>0$

$$
u_{p}\left(\frac{x+y}{2}\right) \geq \max \left\{u_{p}(x), u_{p}(y)\right\}+\rho \quad \text { for each } x, y \in \Omega,|x-y| \geq \varepsilon
$$

Proof. It is sufficient to recall that $u_{p}$ converge uniformly to $d(\cdot, \partial \Omega)$, which is strictly quasiconcave, and argue as in Proposition 2.6 (notice that a quasiconcavity function can be defined straightforwardly).

We highlight again that, if one could show that the relation obtained in Proposition 7.4 holds for $\varepsilon=0$, then uniqueness and nondegeneracy of the critical point would hold for large $p$ in any dimension $N$, extending [23] in the case of strictly convex domains.

Remark 7.5. The behaviour as $p \rightarrow 1$ of the solutions of $-\Delta_{p} u_{p}=1$ is quite more nasty, essentially blowing up at $+\infty$ or shrinking to 0 depending on the Cheeger constant of $\Omega$, see [81, Section 3 and 4] and [31]; in particular, if $\Omega$ is a ball $B_{R}(0)$, then $u_{p}^{\frac{p-1}{p}} \rightarrow \frac{R}{N}$.

Regarding the eigenfunction problem, by [82, Remark 10] the solutions $u_{p}$ of $-\Delta_{p} u_{p}=\lambda_{p} u_{p}$ as $p \rightarrow 1$ essentially converge in BV to the characteristic function of the Cheeger set; the convergence as $p \rightarrow+\infty$ has been instead investigated in [77].

### 7.3. Fractional equations

Very few is known regarding concavity results for fractional equations: some partial results are contained in [61] (see also [75] and references therein). Anyway, the only result, close to our framework
and known to the authors, is contained in [94]: here, when $N=2, p=2, s=\frac{1}{2}$ and $f \equiv 1$, the author shows that the positive solution of the torsion problem

$$
\begin{cases}\sqrt{-\Delta} u=1 & \text { in } \Omega \\ u=0 & \text { on } \Omega^{c}\end{cases}
$$

on $\Omega \subset \mathbb{R}^{2}$, is concave in $\Omega$ (actually strictly concave, for some class of domains $\Omega$ ). The advantage of this case is that the solution is exactly concave, thus there is no need of a transformation $\varphi(u)$, for which is not known if $\varphi(u)$ solves a different fractional PDE (since Leibniz rule does not hold for $\left.(-\Delta)^{s}\right)$; moreover, when $s=\frac{1}{2}$ the equation satisfied by the $s$-harmonic extension is simpler. On the other hand, the lack of a transformation (with singular derivative) brings to much more difficulties in handling the boundary.

The above result suggests that for $(-\Delta)^{s} u=1$ the solution is $\frac{1}{2 s}$-concave (which is coherent with $1=(-\Delta)^{s} u \xrightarrow{s \rightarrow 0} u$, $u$ constant, i.e. $\infty$-concave), or more likely $\min \left\{\frac{1}{2 s}, 1\right\}$-concave. More generally, one may expect that the concavity properties of $(-\Delta)^{s} u_{s}=g\left(u_{s}\right)$ are better than the ones of $-\Delta u=g(u)$ : in particular, one may expect that if $u$ is $\alpha$-concave, than $u_{s}$ is $\alpha$-concave as well. What we do in this Section is some partial results in this direction, through perturbation arguments.

Indeed, consider the $p$-fractional Laplacian

$$
(-\Delta)_{p}^{s} u(x):=\int_{\mathbb{R}^{N}} \frac{|u(x)-u(y)|^{p-2}(u(x)-u(y))}{|x-y|^{N+s p}} d y \quad \text { for } x \in \mathbb{R}^{N}
$$

where the integral is in the principal value sense. We highlight that the choice of the constant (in this case, equal to 1) influences the statements of the following results. Through a perturbation argument, we show the following.
Theorem 7.6. Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be open, bounded, with $\partial \Omega \in C^{1,1}$, and let $p \in(1,+\infty)$. Let $u_{s} \in W_{0}^{s, p}(\Omega)$ be positive solutions of

$$
\begin{cases}(-\Delta)_{p}^{s} u_{s}=\lambda_{s} u_{s}^{p-1} & \text { in } \Omega \\ u_{s}=0 & \text { on } \Omega^{c}\end{cases}
$$

normalized at $\left\|u_{s}\right\|_{p}=1$. Then

$$
\left\|u_{s}-u\right\|_{\infty} \rightarrow 0 \quad \text { as } s \rightarrow 1
$$

where $u$ is the positive solution of

$$
\begin{cases}-\Delta_{p} u=\lambda u^{p-1} & \text { in } \Omega, \\ u=0 & \text { on } \partial \Omega,\end{cases}
$$

normalized at $\|u\|_{p}=1$. Assume now $\Omega$ convex. Then $\log (u)$ is concave and, for every $\delta>0$, we have

$$
\left\|\log \left(u_{s}\right)-\log (u)\right\|_{L^{\infty}\left(\Omega_{\delta}\right)} \rightarrow 0
$$

As a consequence:

- if $N=2$, then for each $\varepsilon>0$ we have $\log \left(u_{s}\right)$ is $\varepsilon$-uniformly concave in $\Omega_{\delta}$ for $s \in\left(s_{0}(\varepsilon, \delta), 1\right)$.
- if $p=2$, then for each $\varepsilon>0$ we have $\log \left(u_{s}\right)$ is $\varepsilon$-strongly concave in $\Omega_{\delta}$ for $s \in\left(s_{0}(\varepsilon, \delta), 1\right)$.

Proof. By the assumptions, $\left\|u_{s}\right\|_{p} \equiv 1$, while by [27, Theorem 1.2] we have that

$$
(1-s) \lambda_{s} \leq C
$$

as $s \rightarrow 1$. By [27, Theorem 2.10] (see also [73, Corollary 4.2]) we know that $u_{s}$ are in $L^{\infty}(\Omega)$, more precisely

$$
\begin{gathered}
\left\|u_{s}\right\|_{\infty} \leq\left(C \frac{1}{(N-s p)^{p-1}} s(1-s) \lambda_{s}\right)^{\frac{N}{s p^{2}}}\left\|u_{s}\right\|_{p} \quad \text { if } p<N(\text { thus } s p<N) \\
\left\|u_{s}\right\|_{\infty} \leq\left(C \operatorname{diam}(\Omega)^{N\left(s-\frac{1}{2}\right)} s(1-s) \lambda_{s}\right)^{\frac{2}{N}}\left\|u_{s}\right\|_{p} \quad \text { if } p=N\left(\text { and } s \geq \frac{3}{4}\right)
\end{gathered}
$$

$$
\left\|u_{s}\right\|_{\infty} \leq\left(C \operatorname{diam}(\Omega)^{s p-N}(1-s) \lambda_{s}\right)^{\frac{1}{p}}\left\|u_{s}\right\|_{p} \quad \text { if } p>N(\text { and } s p>N),
$$

where $C=C(N, p)>0$. In particular,

$$
\begin{equation*}
\left\|u_{s}\right\|_{\infty} \leq C \quad \text { for } s \geq \frac{3}{4} . \tag{7.3}
\end{equation*}
$$

By [27, (2.27) in proof of Theorem 2.10] we also know that

$$
\left[u_{s}\right]_{C^{0, s-\frac{N}{p}}(\bar{\Omega})} \leq\left(C(1-s) \lambda_{s}\right)^{\frac{1}{p}}\left\|u_{s}\right\|_{p} \quad \text { if } p>N(\text { and } s p>N)
$$

thus $\left\|u_{s}\right\|_{C^{0, s_{0}-\frac{N}{p}}(\bar{\Omega})} \leq C$ for $s \geq s_{0}\left(s_{0}>\frac{N}{p}\right.$ however fixed). We need to deal with $p \leq N$.
We know [73, Theorem 1.1] that $u_{s}$ are in some $C^{0, \alpha_{s}}$ for some $\alpha_{s}=\alpha_{s}(p, N) \in(0, s)$, and such that, set $f_{s}:=\lambda_{s} u_{s}^{p-1}$,

$$
\left\|u_{s}\right\|_{C^{0}, \alpha_{s}(\bar{\Omega})} \leq C_{s}\left\|f_{s}\right\|_{\infty}^{\frac{1}{p-1}}
$$

for some $C_{s}=C_{s}(\Omega, p, N)$; from the proof we easily see that $\alpha_{s}$ and $C_{s}$ are equibounded for $s \rightarrow 1$. On the other hand $\left\|f_{s}\right\|_{\infty}$ are not equibounded in $s$, thus we give a closer inspection of the proof: we know indeed that

$$
K_{1}:=0 \leq(-\Delta)_{p}^{s} u_{s} \leq \lambda_{s}\left\|u_{s}\right\|_{\infty}^{p-1}=: K_{2}^{s} .
$$

The role of $K_{1}$ is played in [73, Theorem 5.2 and Lemma 5.3] (and used in [73, Theorem 5.4]), while the role of $K_{2}^{s}$ is played in the proof of [73, Theorem 1.1] (implicitly also in [73, Theorem 5.4 and Corollary 5.5]) only to bound $\left\|u_{s}\right\|_{\infty}$ : we can thus substitute this bound with the finer (7.3), which is uniform in $s$. Thus, for some $\alpha \in(0,1)$ we have

$$
\left\|u_{s}\right\|_{C^{0, \alpha}(\bar{\Omega})} \leq C
$$

for each $s$ large. By (3.1) we have

$$
\left\|u_{s}-u\right\|_{\infty} \leq\left(\left\|u_{s}\right\|_{C^{0, \alpha_{s}}(\bar{\Omega})}+\|u\|_{C^{0, \alpha}(\bar{\Omega})}\right)^{1-\theta_{p}}\left\|u_{s}-u\right\|_{p}^{\theta_{p}}
$$

where $\theta_{p}=\frac{\alpha}{\alpha+\frac{N}{p}}$, thus

$$
\left\|u_{s}-u\right\|_{\infty} \leq C\left\|u_{s}-u\right\|_{p}^{\theta_{p}}
$$

By [27, Theorem 1.2] we have that there exists $s_{k} \rightarrow 1$ such that $u_{s_{k}} \rightarrow u$ in $L^{p}(\Omega)$, thus

$$
\left\|u_{s_{k}}-u\right\|_{\infty} \rightarrow 0
$$

Actually we can say better: by [21, Theorem 5.1] ${ }^{18}$ we know that, for each $s_{k} \rightarrow 1$, being $\left(1-s_{k}\right) \lambda_{s_{k}} \rightarrow$ $\lambda$, there exists $u_{s_{k_{n}}} \rightarrow \bar{u}$ in $L^{p}(\Omega)$, where $\bar{u}=u$ by uniqueness of the problem and the $L^{p}$-constraint; by topological arguments, we have $u_{s} \rightarrow u$ as $s \rightarrow 1$ in $L^{p}(\Omega)$, which implies (by the previous argument) the convergence in $L^{\infty}(\Omega)$. In particular, for each $\delta>0$,

$$
\left\|\log \left(u_{s}\right)-\log (u)\right\|_{L^{\infty}\left(\Omega_{\delta}\right)} \rightarrow 0 \quad \text { as } s \rightarrow 1
$$

We conclude by Theorem 1.3, Theorem 1.1 and Propositions 2.5 and 2.6.

Remark 7.7. Arguing as in the end of the proof of Proposition 7.1, we observe that a $C^{2}$ convergence $u_{s} \rightarrow u$ (if proved) would imply that $u_{s}$ is actually strongly convex for $s \in\left(s_{0}(\delta), 1\right)$, and thus uniqueness and nondegeneracy of the critical point of $u_{s}$. We notice that a $C^{2, \beta}$ estimate, uniform in $s$, is given for $p=2$ in [33, Lemma 4.4] for equations in $\mathbb{R}^{N}$; see also [27, Remark 4.1] for further comments.

[^9]Remark 7.8. Differently from Remark 3.7, a global convergence of the type $\left\|\log \left(u_{s}\right)-\log (u)\right\|_{L^{\infty}(\Omega)} \rightarrow$ 0 is here not possible: indeed, considered $(-\Delta)^{s_{1}} u_{1}=f\left(u_{1}\right)$ and $(-\Delta)^{s_{2}} u_{2}=g\left(u_{2}\right)$ with suitable $f$ and $g$, by regularity results [73, Theorem 4.4] and fractional Hopf boundary lemma [44, Theorem $1.5(2)]$, we have $0<\frac{1}{C} \leq \frac{u_{1}}{d(\cdot, \Omega)^{s_{1}}}, \frac{u_{2}}{d(\cdot, \Omega)^{s_{2}}} \leq C$, thus $\frac{u_{1}}{u_{2}}, \frac{u_{2}}{u_{1}} \in L^{\infty}(\Omega)$ if $s_{1}=s_{2}$; for the same reason, this does not happen if $s_{1} \neq s_{2}$.

Remark 7.9. Similar arguments could be employed for $p$-subhomogeneous problems

$$
(-\Delta)_{p}^{s} u_{s}=u_{s}^{q}
$$

with $q<p-1$, by exploiting some estimate uniform in $s$ and [21, Theorem 4.5]. Furthermore, in the case $q=0$, one could exploit [123, Theorem 3.11] to deduce concavity properties for nonautonomous equations, i.e. $(-\Delta)_{p}^{s}=a(x)$, when $a$ is close to a constant, in the spirit of Section 3. If one has a stability argument also for $s_{k} \rightarrow s^{*} \in(0,1)$, then one could use the result by [94] to say that, for $p=2$ and $s<\frac{1}{2}$, close to $\frac{1}{2}$, the solutions of the torsion problem $(-\Delta)^{s} u=1, \Omega \subset \mathbb{R}^{2}$ are $\varepsilon$-uniformly concave, at least for some class of smooth domains [94, Definition 2.1].

By exploiting the results in [50] and the argument of Section 7.1 we see that some result can be obtained also for the semilinear superhomogeneous case $p=2, q>1$.
Proposition 7.10. Let $\Omega \subset \mathbb{R}^{N}, N \geq 2$, be open, bounded, with $\partial \Omega \in C^{2}$. Let $s \in(0,1)$, $q \in\left(1,2^{*}-1\right)$ and let $u_{s, q}$ be positive solutions of

$$
\begin{cases}(-\Delta)^{s} u_{s, q}=u_{s, q}^{q} & \text { in } \Omega \\ u_{s, q}=0 & \text { on } \partial \Omega\end{cases}
$$

Then,

$$
\left\|u_{s, q}-u\right\|_{L^{\infty}(\Omega)} \rightarrow 0 \quad \text { as } s \rightarrow 0 \text { and } q \rightarrow 1
$$

In particular, for each $\delta>0$,

$$
\left\|\log \left(u_{s, q}\right)-\log (u)\right\|_{L^{\infty}\left(\Omega_{\delta}\right)} \rightarrow 0 \quad \text { as } s \rightarrow 0 \text { and } q \rightarrow 1
$$

As a consequence:

- if $N=2$, then for each $\varepsilon>0$ we have $\log \left(u_{s, q}\right)$ is $\varepsilon$-uniformly concave in $\Omega_{\delta}$ for $q \in$ $\left[p-1, q_{0}(\delta, \varepsilon)\right]$ and $s \in\left(s_{0}\left(\varepsilon, \delta, q_{0}\right), 1\right)$.
- if $p=2$, then for each $\varepsilon>0$ we have $\log \left(u_{s, q}\right)$ is $\varepsilon$-strongly concave in $\Omega_{\delta}$ for $q \in\left[p-1, q_{0}(\delta, \varepsilon)\right]$ and $s \in\left(s_{0}\left(\varepsilon, \delta, q_{0}\right), 1\right)$.

Proof. By [50, Lemma 3.1] we have that $\frac{u_{q, s}}{\left\|u_{q, s}\right\|_{\infty}} \rightarrow u_{s}$ uniformly in $\bar{\Omega}$, as $q \rightarrow 1$. The claim comes by combining this convergence with the one in Theorem 7.6 and arguing as in its proof.

In light of Remark 2.7, we finally point out that it could be interesting to study the fractional concavity of solutions of fractional equations, where the notion has been introduced in [45].

### 7.4. Parabolic equations

We make some final comments on the parabolic case, showing that in this framework some results on the perturbed concavity of the eigenfunction equation can be deduced with a trick. Similar arguments could be set also for the power case $a(x) u^{q}$. We refer to [47, 85, 89, 97] for some results on the parabolic framework.

For the sake of simplicity, consider the case $p=2$. Assume $\log \left(u_{0}\right)$ concave and consider

$$
\begin{cases}\partial_{\tau} u-\Delta u=a(x) u & \text { in } \Omega \times(0,+\infty) \\ u>0 & \text { in } \Omega \times(0,+\infty) \\ u=0 & \text { on } \partial \Omega \times(0,+\infty) \\ u=u_{0} & \text { on } \partial \Omega \times\{\tau=0\}\end{cases}
$$

Setting $v:=\log (u)$ we have

$$
\begin{cases}\partial_{\tau} v-\Delta v=|\nabla v|^{2}+a(x) & \text { in } \Omega \times(0,+\infty) \\ v=\log \left(u_{0}\right) & \text { on } \partial \Omega \times\{\tau=0\} .\end{cases}
$$

We implement now the following well known substitution

$$
w(x, \tau):=e^{-\mu \tau} v(x, \tau)
$$

for some $\mu>0$. Thus $w$ satisfies

$$
\begin{cases}\partial_{\tau} w-\Delta w=e^{\mu \tau}|\nabla w|^{2}+e^{-\mu \tau} a(x)-\mu w & \text { in } \Omega \times(0,+\infty) \\ w=\log \left(u_{0}\right) & \text { on } \partial \Omega \times\{\tau=0\}\end{cases}
$$

Set

$$
b(x, t, \xi, \tau):=e^{\mu \tau}|\xi|^{2}+e^{-\mu \tau} a(x)-\mu t
$$

where

$$
\partial_{t} b(x, t, \xi, \tau)=-\mu<0 .
$$

Let us fix $T>0$ and consider the equation restricted to $[0, T]$. Similarly to Remark $5.5, \mathcal{C}_{w}(x, y, \lambda, \tau)$ cannot be positive near the boundary of $\partial \Omega$, thus it has a maximum in $\Omega \times \Omega \times[0,1] \times[0, T]$, that we call $\left(x_{0}, y_{0}, \lambda_{0}, \tau_{0}\right)$. Notice that, being $w_{0}=\log \left(u_{0}\right)$ concave by assumption, we can assume $\tau_{0} \in(0, T]$. Arguing as in [29, Remark 2.7] we have

$$
\mathcal{C}_{w}\left(x_{0}, y_{0}, \lambda_{0}, \tau_{0}\right) \leq \frac{1}{\mu} \mathcal{C}_{b\left(\cdot, w(\cdot), \xi_{0}, \tau_{0}\right)}\left(x_{0}, y_{0}, \lambda_{0}\right)
$$

which implies

$$
\begin{equation*}
\mathcal{C}_{\log (u)}\left(x_{0}, y_{0}, \lambda_{0}, \tau_{0}\right) \leq \frac{1}{\mu} \mathcal{C}_{\tilde{b}\left(\cdot, w(\cdot), \xi_{0}, \tau_{0}\right)}\left(x_{0}, y_{0}, \lambda_{0}\right), \tag{7.4}
\end{equation*}
$$

where

$$
\tilde{b}(x, t, \xi, \tau):=e^{2 \mu \tau}|\xi|^{2}-\mu e^{\mu \tau} t+a(x) .
$$

The choice of $\mu$ is completely free, thus it can be chosen in such a way to be smaller than the error deduced from $\mathcal{C}_{b\left(\cdot, w(\cdot), \xi_{0}, \tau_{0}\right)}$ (for example, $\mu \sim \sqrt{\operatorname{osc}(a)}$, see Theorem 1.9). We leave the details to the interested reader.

We notice that, even if $u(\cdot, t) \rightarrow u^{*}$ as $t \rightarrow+\infty, u^{*}$ solution of the stationary equation, differently from [89, 98, 106], we cannot pass (7.4) to the limit, because of the presence of the term $e^{\mu \tau_{0}}$, which may explode. Thus we cannot deduce from the parabolic framework an information on the perturbed concavity of $\log (u)$ in the elliptic framework.

## Appendix A. Some facts on the $p$-Laplacian

In what follows, we recall some probably known results, but of which the authors was not able to find a proof. We will state the results in the case of a general $f=f(x, t)$, that is equation (5.1). See also Section 6.2 for additional results in the singular framework $f(x, t)=a(x) t^{q}, q<0$.

## A.1. Uniqueness

We state a uniqueness result when $\frac{f(x, t)}{t^{p-1}}$ is strictly decreasing (see also [66, Theorem 2.1]). When $f(x, t) \equiv g(t)$, we refer also to [22, Proposition 3.8] which essentially says that the same uniqueness holds if $\frac{g(t)}{t^{p-1}}$ is nonincreasing and decreasing only on a small region $[0, \delta]$; see also [112] for further comments. See also $[13,83]$ where the tool of hidden convexity has been used to deal with general $\Omega$. Finally, we refer to Section 7.1 for the superhomogeneous case.

Lemma A. 1 (Brezis-Oswald uniqueness). Let $\Omega \subset \mathbb{R}^{N}$, $N \geq 1$, be open, bounded, connected and satisfying the interior sphere condition, and let $p \in(1,+\infty)$. Assume that $f: \Omega \times(0,+\infty) \rightarrow \mathbb{R}$ satisfies

- $t \mapsto \frac{f(x, t)}{t^{p-1}}$ is nonincreasing,
- $f$ is bounded on bounded sets, and let $u, v \in W_{0}^{1, p}(\Omega) \cap C^{1}(\bar{\Omega})$ be two solutions of (5.1). Then

$$
v=k u \quad \text { for some } k \in(0,+\infty)
$$

Assume moreover that

- $t \mapsto \frac{f(x, t)}{t^{p-1}}$ is strictly decreasing.

Then $u=v$.
Proof. First, we notice that $\Delta_{p} u, \Delta_{p} v \in L^{\infty}(\Omega)$ and that $\frac{u}{v}, \frac{v}{u} \in L^{\infty}(\Omega)$ : indeed, being $u \in C^{1}(\bar{\Omega})$, by Hopf boundary lemma [122, Theorem 5] we have $\partial_{\nu} u, \partial_{\nu} v<0$ on $\partial \Omega$, and thus by de l'Hopital rule we have, for any $x \in \partial \Omega$,

$$
\limsup _{t \rightarrow 0} \frac{u(x+t \nu)}{v(x+t \nu)} \leq \limsup _{t \rightarrow 0} \frac{\partial_{t} u(x+t \nu)}{\partial_{t} v(x+t \nu)}=\limsup _{t \rightarrow 0} \frac{\nabla u(x+t \nu) \cdot \nu}{\nabla v(x+t \nu) \cdot \nu}=\frac{\partial_{\nu} u(x)}{\partial_{\nu} v(x)}<+\infty
$$

thus the claim. Hence we can apply [48, Lemma 2] and obtain

$$
\int_{\Omega}\left(\frac{f(x, u)}{u^{p-1}}-\frac{f(x, v)}{v^{p-1}}\right)\left(u^{p}-v^{p}\right)=\int_{\Omega}\left(\frac{-\Delta_{p} u}{u^{p-1}}-\frac{-\Delta_{p} v}{v^{p-1}}\right)\left(u^{p}-v^{p}\right) \geq 0
$$

Since $t \mapsto \frac{f(x, t)}{t^{p-1}}$ is nonincreasing, we have

$$
\begin{equation*}
\frac{f(x, u)}{u^{p-1}}=\frac{f(x, v)}{v^{p-1}} \tag{A.1}
\end{equation*}
$$

notice that, if $t \mapsto \frac{f(x, t)}{t^{p-1}}$ is strictly decreasing, we have the second claim. By Picone's inequality [2] we have

$$
\begin{equation*}
|\nabla v|^{p-2} \nabla v \cdot \nabla\left(\frac{u^{p}}{v^{p-1}}\right) \leq|\nabla u|^{p} \tag{A.2}
\end{equation*}
$$

where the equality is attained if and only if $u$ and $v$ are proportional. Integrating, we have

$$
\int_{\Omega}|\nabla v|^{p-2} \nabla v \cdot \nabla\left(\frac{u^{p}}{v^{p-1}}\right) \leq \int_{\Omega}|\nabla u|^{p}
$$

Notice that $\frac{u^{p}}{v^{p-1}}=\left(\frac{u}{v}\right)^{p-1} u \in L^{\infty}(\Omega) \subset L^{p}(\Omega)$ and $\nabla\left(\frac{u^{p}}{v^{p-1}}\right)=p\left(\frac{u}{v}\right)^{p-1} \nabla u+(p-1)\left(\frac{u}{v}\right)^{p} \nabla v \in L^{p}(\Omega)$, thus $\frac{u^{p}}{v^{p-1}} \in W_{0}^{1, p}(\Omega)$ and by the equations and the above relation we obtain

$$
\int_{\Omega} f(x, v) \frac{u^{p}}{v^{p-1}}=\int_{\Omega}|\nabla v|^{p-2} \nabla v \cdot \nabla\left(\frac{u^{p}}{v^{p-1}}\right) \leq \int_{\Omega}|\nabla u|^{p}=\int_{\Omega}|\nabla u|^{p-2} \nabla u \cdot \nabla u=\int_{\Omega} f(x, u) u
$$

that is

$$
\int_{\Omega}\left(\frac{f(x, v)}{v^{p-1}}-\frac{f(x, u)}{u^{p-1}}\right) u^{p} \leq 0
$$

On the other hand, due to (A.1), the last is an equality, and so it must be (A.2), which implies the claim.

## A.2. Comparison principle

We show now a comparison principle for quasilinear equation in presence of a $p$-subhomogeneous function; notice that we are not requiring $f$ itself to be decreasing. The proof is inspired by [111, Theorem 1.5]; notice moreover that the result was obtained, when $f$ is a power, by [28, Theorem 4.1] in a more general setting through the use of the interesting tool of the hidden convexity. See also [42, Theorems 1.3 and 3.3], [23, Lemma 2.1].

Finally, notice that the uniqueness result part of Lemma A. 1 can be deduced from this comparison principle.

Lemma A. 2 (Comparison principle). Let $\Omega \subset \mathbb{R}^{N}, N \geq 1$, be open, bounded, connected and satisfying the interior sphere condition, and let $p \in(1,+\infty)$. Assume that $f: \Omega \times(0,+\infty) \rightarrow \mathbb{R}$ satisfies

- $t \mapsto \frac{f(x, t)}{t^{p-1}}$ strictly decreasing,
- $f$ is bounded on bounded sets,
and let $u, v \in C^{1}(\bar{\Omega})$ be a subsolution and a supersolution, namely

$$
-\Delta_{p} u-f(x, u) \leq-\Delta_{p} v-f(x, v) \quad \text { in } \Omega
$$

with

$$
u, v>0 \text { in } \Omega, \quad u \leq v \text { on } \partial \Omega .
$$

Then

$$
u \leq v \quad \text { in } \Omega .
$$

Proof. Set $w:=\left(u^{p}-v^{p}\right)^{+}$, we need to prove that $w \equiv 0$. Consider $\Omega_{+}:=\operatorname{supp}(w)=\{u \geq v\}$. As in the proof of Lemma A. 1 we have $\frac{u}{v}, \frac{v}{u} \in L^{\infty}(\Omega)$, thus we compute

$$
\nabla\left(\frac{w}{u^{p-1}}\right)=\chi_{\Omega_{+}}\left(\nabla u-\nabla\left(\frac{v^{p}}{u^{p-1}}\right)+\delta(p-1) \nabla u\right) ;
$$

this first tells us that $\frac{w}{u^{p-1}} \in W_{0}^{1, p}(\Omega)$. Moreover

$$
|\nabla u|^{p-2} \nabla u \cdot \nabla\left(\frac{w}{u^{p-1}}\right)=\chi_{\Omega_{+}}\left(|\nabla u|^{p}-|\nabla u|^{p-2} \nabla u \cdot \nabla\left(\frac{v^{p}}{u^{p-1}}\right)\right) ;
$$

similarly

$$
\nabla\left(\frac{w}{v^{p-1}}\right)=\chi_{\Omega_{+}}\left(-\nabla v+\nabla\left(\frac{u^{p}}{v^{p-1}}\right)\right) ;
$$

thus $\frac{w}{v^{p-1}} \in W_{0}^{1, p}(\Omega)$ and

$$
|\nabla v|^{p-2} \nabla v \cdot \nabla\left(\frac{w}{v^{p-1}}\right)=\chi_{\Omega_{+}}\left(-|\nabla v|^{p}+|\nabla v|^{p-2} \nabla v \cdot \nabla\left(\frac{u^{p}}{v^{p-1}}\right)\right) .
$$

Therefore

$$
\begin{aligned}
& |\nabla u|^{p-2} \nabla u \cdot \nabla\left(\frac{w}{u^{p-1}}\right)-|\nabla v|^{p-2} \nabla v \cdot \nabla\left(\frac{w}{v^{p-1}}\right) \\
& \quad=\chi_{\Omega_{+}}\left(|\nabla v|^{p}-|\nabla u|^{p-2} \nabla u \cdot \nabla\left(\frac{v^{p}}{u^{p-1}}\right)\right)+\chi_{\Omega_{+}}\left(|\nabla u|^{p}-|\nabla v|^{p-2} \nabla v \cdot \nabla\left(\frac{u^{p}}{v^{p-1}}\right)\right) \geq 0
\end{aligned}
$$

by Picone's inequality (A.2). In particular, being $\frac{w}{u^{p-1}}, \frac{w}{v^{p-1}}$ nonnegative test functions,

$$
\int_{\Omega}\left(f(x, u) \frac{w}{u^{p-1}}-f(x, v) \frac{w}{v^{p-1}}\right) \geq \int_{\Omega_{+}}\left(|\nabla u|^{p-2} \nabla u \cdot \nabla\left(\frac{w}{u^{p-1}}\right)-|\nabla v|^{p-2} \nabla v \cdot \nabla\left(\frac{w}{v^{p-1}}\right)\right) \geq 0 .
$$

On the other hand, by the monotonicity $\frac{f(x, u)}{u^{p-1}}-\frac{f(x, v)}{v^{p-1}} \leq 0$ on $\Omega_{+}$, thus

$$
\left(\frac{f(x, u)}{u^{p-1}}-\frac{f(x, v)}{v^{p-1}}\right) w \equiv 0 \quad \text { on } \Omega .
$$

Finally, by the strict monotonicity, we gain $w \equiv 0$, that is the claim.
As a consequence we obtain a uniform bound from below. See also Remark 7.3 for the superhomogeneous case.
Corollary A.3. Let $\Omega \subset \mathbb{R}^{N}, N \geq 1$, be open, bounded, connected and satisfying the interior sphere condition, and let $p \in(1,+\infty)$. Assume that $f_{n}, f_{0}: \Omega \times(0,+\infty) \rightarrow \mathbb{R}$ satisfy

- $t \mapsto \frac{f_{0}(x, t)}{t^{p-1}}$ strictly decreasing,
- $f_{0}$ is bounded on bounded sets,
- $f_{n}(x, t) \geq f_{0}(x, t)$.

Let $u_{n} \in W_{0}^{1, p}(\Omega) \cap C^{1}(\bar{\Omega})$ be positive solutions of $-\Delta u_{n}=f_{n}(x, t),-\Delta u_{0}=f_{0}(x, t)$ with Dirichlet boundary conditions. Then, for each $\delta>0$, there exists $C=C(\delta)>0$ such that

$$
\inf _{\Omega_{\delta}} u_{n} \geq C>0
$$
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[^1]:    ${ }^{1}$ If $-\Delta u=1$ in $\Omega$, and $u$ is shown to be concave in $\Omega_{k}:=\{u \geq k\}$, then $v_{k}:=u-k$ solves $-\Delta v_{k}=1$ in $\Omega_{k}$ with $v_{k}=0$ on $\partial \Omega_{k}$, and it is concave. Actually, a propagation from the boundary argument [39, 86, 119], typical of equations with $g(0)>0$, ensures that concavity on $\partial \Omega_{k}$ is enough to achieve concavity in the whole $\Omega_{k}$.

[^2]:    ${ }^{2}$ We observe that the distance function is not strictly concave (even if $\Omega$ is strictly convex): for instance consider $x_{1}, x_{2}$ sufficiently close to $\partial \Omega$, and such that both the points lie on the same perpendicular line to the boundary (namely, if $d\left(x_{i}, \partial \Omega\right)=\left|x_{i}-x_{i}^{*}\right|$ then $\left.x_{1}^{*}=x_{2}^{*}=: x^{*}\right)$; then clearly $\bar{x}=\frac{x_{1}+x_{2}}{2}$ is such that $d(\bar{x}, \partial \Omega)=\left|\bar{x}-x^{*}\right|=\frac{d\left(x_{1}, \partial \Omega\right)+d\left(x_{2}, \partial \Omega\right)}{2}$.
    ${ }^{3}$ We notice that a viceversa does not hold: a set satisfying $d(\cdot, \partial \Omega) \in C^{k}\left(\Omega \backslash \Omega_{\delta_{0}}\right)$ is also known as proximally $C^{k}$.
    ${ }^{4}$ The size $\delta$ depends on the radius of the uniform interior sphere, or the positive reach of $M$, that is the size of the neighborhood where the unique nearest point property holds. The set of singular points of $d(\cdot, \partial \Omega)$ is also called the ridge of $\Omega$.

[^3]:    7 We highlight that in [4, 29] a different notation for $\mathcal{J C}$ and $\mathcal{H C}$ has been used: the concavity function has opposite $\operatorname{sign}$ (and also a reflection in $\lambda$ in [4]), while the equation has the form $a_{i j}(\nabla v)=b(x, v, \nabla v)$. To obtain what we state now, it is sufficient to consider $v \leadsto-v, a_{i j}(\xi) \leadsto a_{i j}(-\xi), b(x, t, \xi) \leadsto b(x,-t,-\xi)$; in particular, the monotonicity in $t$ of the source changes.

[^4]:    8 For example, $f(x, t) \geq-\zeta(t)$ with $\zeta(0)=0, \zeta$ continuous, nondecreasing and one of the following holds: $\zeta(t)=0$ for some $t \in\left[0, t_{0}\right)$ or $\int_{0}^{1} \frac{1}{(\zeta(t) t)^{1 / p}}=+\infty$; in particular, one can assume $f(x, t) \geq-C t^{p-1}$.

[^5]:    9 Notice that actually $\left\|u_{\varepsilon}\right\|_{C^{0, \beta_{0}}(\bar{\Omega})} \leq C^{\prime}=C^{\prime}\left(p, K, \sup _{\varepsilon}\left\|u_{\varepsilon}\right\|_{\infty}, \Omega\right)$ depending on the geometry of $\Omega$.

[^6]:    ${ }^{10}$ Notice that, up to now, $v$ may be unbounded and $\mathcal{C}_{v}$ not well defined on the boundary.
    ${ }^{11}$ Other possible choices could be set up according to the specific case. For instance, $f(x, t)=\zeta(g(t))$ for some suitable function $\zeta$.
    ${ }^{12}$ Notice that, in the regular case $p=2$, that is $\varepsilon=0$, we can allow $h=0$.

[^7]:    ${ }^{13}$ Otherwise we can, respectively, estimate the $\mathcal{H C}_{B_{0}\left(\cdot, v(\cdot), \xi_{0}\right)}(x, y, \lambda)$ by exploiting Proposition 2.3, and make some error estimates for $h(x, t)$, or we factorize $h(x, t)$ as $c(x) h_{1}(x, t)$, where $c$ has small oscillations and $h_{1}$ has some joint concavity property.

[^8]:    ${ }^{17}$ We thank Sunra Mosconi for some comments on a preliminary version of this argument.

[^9]:    ${ }^{18}$ Notice the difference in the notation in that paper, where $(-\Delta)_{p}^{s}$ is substituted with $(1-s)(-\Delta)_{s}^{p}$.

